Abstract—In this paper, we present iterative methods for finding optimal state-dependent routing strategies in single commodity networks. The key to our method is to show that there exists a family of optimization problems with convex cost and linear constraints that have solutions that can be converted into an optimal routing strategy by way of a flow relaxation transformation. These problems, when solved by certain iterative algorithms, lead to different convergence rates. In particular, one of the problems has quadratic cost.

To solve one of these optimization problems, we use an iterative projected descent direction algorithm due to Bertsekas. We present an alternative to the Armijo-like step size rule of the algorithm, which we believe is more robust. Also included are Newton-like descent directions that take a reasonable amount of time to compute. Finally, some results of our computer experiments are summarized.

I. INTRODUCTION

A. Purpose

In this paper, we present dynamic routing algorithms for single commodity communication networks. The model used for the network is a special case of the model introduced by Segall [1] and is the same one used in [2] and [3]. Feit [4] also considered the network model, but for multiple commodities. This problem is dynamic in the sense that the control depends on the state of the network.

The key to our algorithm is that there exists a family of initial flow optimization problems with convex cost and linear constraints whose members have solutions that can be converted to an optimal routing strategy through a simple flow relaxation transformation. We show that some of the initial flow problems can be solved using Bertsekas’ projected descent direction algorithm for problems with simple constraints [5, subsect. 1.5]. Since this algorithm is an iterative descent algorithm, it may not find an optimal solution in finite time, although it gets arbitrarily close. This property, coupled with the fact that algorithm OPTFLO [2] can solve one of the initial flow problems in $O(|N|)$ time (where $|N|$ is the number of nodes in the network), makes the iterative method seem inefficient.

However, in cases where we will be satisfied with a near optimal routing strategy, the iterative descent algorithm may be useful. To see this, first suppose we have an initial flow problem $\bar{P}$ which has the property that the cost of a feasible vector for $\bar{P}$ reflects the performance of the network when the routing strategy is the flow relaxation transformation of the vector. Then with each iteration of the iterative descent algorithm, we get a succeeding feasible vector $\bar{P}$ with lower cost and which has a flow relaxation that will tend to be a better routing strategy than the flow relaxation of the previous feasible vector. If certain conditions on the cost of $\bar{P}$ hold, then we can expect each iteration of the algorithm to take only $O(|N|^2)$ time. The iterative method may be well suited for updating solutions of $\bar{P}$ when small perturbations in the state of the network occur.

This paper is organized as follows. The problem and the concept of flow relaxation are presented in the next two subsections. In Section II, the family of initial flow problems is given, where one such problem has quadratic cost. In Section III, we present Bertsekas’ projected descent direction algorithm for optimization problems subject to simple constraints. This algorithm uses an Armijic-like rule to determine step sizes. We modify this rule so that it does not seem to work much worse and at times can work much better than the original rule.

There are conditions on the cost of the problem and on the descent direction that together are sufficient for Bertsekas’ algorithm to converge to an optimal solution. Included in Section III are methods to modify the problem and to choose descent directions so that these conditions hold. In Section IV, some results of computer experiments are preseated. Finally, in Section V, a conclusion is given.

B. The Network Model

A single destination network $N$ is a quadruple $(N, L, C, \delta)$ where $(N, L)$ is a directed graph with a set of nodes $N$ and a set of directed links $L$. $\delta$ is a distinguished node in $N$ called the destination, and $C = \{C_e; e \in L\}$ is a capacity assignment vector so that $C_e \geq 0$ for each link $e$. For each node $i$ in $N$, $x_i(t)$ is a real value which denotes the amount of traffic at node $i$ at time $t$ (measured in bits, packets, vehicles, or messages, for example).

A demand for the network is a pair $(x_0, r)$ where, for each $i$ in $N$, $x_i(0)$ denotes the (nonnegative) initial amount of traffic at node $i$ and $r$ denotes the (nonnegative) rate at which traffic flows into node $i$ from outside the network. By convention, $x_i(t) = r = 0$ for all $t \geq 0$. Let $B$ be the $|N| \times |L|$ matrix such that for a vector $f = \{f_e; e \in L\}$, $Bf$ is the vector with $i$th coordinate $Bf_i = \sum_{k:(i,k) \in L} f_{ki} - \sum_{j:(i,j) \in L} f_{ij}$ for $i \in N$.

Note that if $f_e$ is the constant (nonnegative) rate of flow on link $e$, then $Bf_e + r$ is the net rate of flow going into node $i$. Given a control $u = \{u_e(t); e \in L, t \geq 0\}$ where $u_e(t)$ denotes the instantaneous flow on link $e$ at time $t$, the state equations of the network are

$$x_i(t) = (Bu_i(t) + r), \quad i \in \delta.$$

A state trajectory $(x(t); t \geq 0)$ is well defined by (the integrated version of) the state equation above for any demand $(x(0), r)$ and any control $u$ in the set $U = \{u: u$ is a measurable function on $[0, +\infty)$ and $0 \leq u \leq C\}$. 
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Let \( x^*(t) \) be the state trajectory for control \( u \) at time \( t \). Then we term a control \( u \) in \( U \) admissible for the demand \( (x(0), r) \) if \( x^*(t) \geq 0 \) for all \( t \geq 0 \).

C. Admissible Controls Obtained by Flow Relaxation

Suppose \( u \) is a control in \( U \) which is not necessarily admissible for a given demand \( (x(0), r) \). Then a control \( \tilde{u} \) is defined to be a relaxation of \( u \) for \( (x(0), r) \) if \( \tilde{u} \) is admissible for \( (x(0), r) \) and if, using \( x \) to denote the corresponding (nonnegative) state trajectory, the following conditions hold for each \( t \geq 0 \):

\[
0 \leq \tilde{u}(t) \leq u(t)
\]

\[
\tilde{u}_0(t) = u_0(t) \quad \text{if} \quad x_i(t) > 0.
\]

Thus, a relaxed control differs from the original control only in that nodes with zero traffic may have reduced flow on links directed outwards, which may be necessary to keep the coordinates of \( x \) nonnegative.

Given a vector \( f \) with \( 0 \leq f \leq C \), we let \( u^f \) denote the constant control with initial value \( f \) -- thus \( u^f(t) = f \) for all \( t \geq 0 \). A relaxation \( \tilde{u}^f \) of \( u^f \) can be computed in \( O(|N|^2|L|) \) steps, but more importantly, it can be easily computed in a distributed way [2]. Given a network \( N \) and demand \( (x(0), r) \), it is shown in [2, Corollary 2] that if \( f \) is chosen properly, then \( \tilde{u}^f \) solves the problem

\[
\min \left\{ \sum_{i \in N^b} x_i(t) : u \text{ is admissible} \right\}
\]

for any \( t > 0 \). The choice of the initial flow \( f \) is made independently of \( t \), and \( \tilde{u}^f \) can be an arbitrary relaxation of \( u^f \).

Furthermore, an optimal \( f \) can be found by solving a certain convex optimization problem [2]. The overall process is illustrated in Fig. 1.

In this paper, we explore iterative methods for finding optimal initial flows. As a first step, we provide in the next section a variety of convex optimization problems, some leading to better rates of convergence, for finding optimal initial flows.

II. Initial Flow Problems Leading to Minimum Traffic in Network at All Times

Suppose \( 0 \leq f \leq C \) and the (possibly not admissible) constant control \( u^f \) are used. Consider node \( i \) in \( N^b \). The node initially has \( x_i(0) \) units of traffic, and traffic forever enters the node at net rate \( B_i + r_i \), so the node has \( x_i(0) + t(B_i + r_i) \) units of traffic at time \( t \). If \( B_i + r_i < 0 \), the amount of traffic in the node hits zero at time \( -x_i(0)/(B_i + r_i) \). When the admissible control \( u^f \) is used, then the flow out of node \( i \) is reduced, but only after the node empties. So for control \( u^f \), using the notation \( [\beta]_+ = \max(0, \beta) \), \( [x_i(0) + t(B_i + r_i)]_+ \) upper bounds the amount of traffic in the node at time \( t \), for any \( t > 0 \).

Suppose \( g \) is a function on \((0, \infty)\) such that \( g \) is nonnegative, right- or left- continuous and

\[
\int_0^s g(t) \, dt < +\infty \quad \text{for all} \quad s > 0
\]

and define a function \( d \) by

\[
d(\sigma, \theta) = \int_0^\infty g(t)[\theta + \sigma t]_+ \, dt.
\]

Then for any node \( i \), \( d(B_i + r_i, x_i(0)) \) is an upper bound on

\[
\int_0^\infty g(t)x_i(t) \, dt
\]

Fig. 1. Illustration of finding an optimal control by relaxing a constant control. (a) Capacity assignment and network demand. (b) Initial flow obtained by solving problem \( P \). The flow will be used until node 1 empties at time \( t = 1 \). (c) Flow obtained by reducing flow out of node 1. This flow will be used until node 3 empties at time \( t = 2 \). (d) Flow obtained by reducing flow out of node 3, and hence also out of node 1. Any choice of a with \( 0 < a < 3 \) is possible. This flow will be used until node 2 empties at time \( t = 3 \). (e) Flow obtained as consequence of node 2 emptying. This flow will be used from time \( t = 3 \) onwards.

when the control \( u^f \) is used. This suggests that a good initial flow \( f \) can be found by solving the problem \( P \) defined as follows:

\[(P) \quad \min \{D(f) : f \in K\}\]

where

\[D(f) = \sum_{i \in N^b} d(B_i + r_i, x_i(0))\]

and

\[K = \{f : 0 \leq f \leq C, f_i = C_i \delta \text{ for all } i \text{ such that } (i, \delta) \in L, f_{i\delta} = 0 \text{ for all } i \text{ such that } (\delta, i) \in L\}.\]
Reasonable choices for the function \( g \) are \( \exp(-\alpha t) \) for some constant \( \alpha \geq 0 \) or \( p_r(t) \) where \( p_r(t) = 1 \) for \( 0 \leq t \leq T \) and \( p_r(t) = 0 \) otherwise. Reference [2] deals only with the case \( g(t) = 1 \) for all \( t \).

We will consider functions \( d \) more general than that of the form (2.2). We say that \( d \) is a node cost function if it is a function

\[
d : (-\infty, \infty) \times [0, +\infty) \to (-\infty, +\infty)
\]

having the following four properties.

Property 1: \( d(\sigma, \theta) < +\infty \) if \( (\sigma < 0 \) and \( \theta > 0 \) or if \( \sigma = \theta = 0 \).

Property 2: \( d(\sigma, \theta) \) is convex lower semicontinuous in \( \sigma \) for each \( \theta \) fixed.

Let \( d'_\sigma(\sigma, \theta) \) denote the right-hand derivative of \( d(\sigma, \theta) \) with respect to \( \sigma \).

Property 3: If \( \sigma < 0 \) and \( d(\sigma, \theta) < \infty \), then

\[
d'_\sigma(\sigma, \theta) = \Phi(-\theta/\sigma)
\]

where \( \Phi \) is a nondecreasing real valued function on \([0, \infty)\). We call \( \Phi \) the scale function of \( d \).

Property 4: If \( \sigma \geq 0 \) and \( d(\sigma, \theta) < \infty \), then

\[
d'_\sigma(\sigma, \theta) \geq \lim_{t \to \infty} \Phi(\theta).
\]

Theorem 1: Let \( d \) be given by (2.2) for some function \( g \) satisfying (2.1). Then \( d \) is a node cost function with

\[
\Phi(t) = \int_0^t g(t) dt.
\]

The proof can be found in Appendix I. We say that a node cost function \( d \) having the form (2.2) admits a gravity function \( g \). Two node cost functions which do not admit a gravity function are

\[
d(\sigma, \theta) = \begin{cases} 
\theta \log(-\sigma), & \text{if } \sigma < 0 \\
0, & \text{if } \sigma = \theta = 0 \\
\infty, & \text{otherwise}
\end{cases}
\]

(2.3)

\[
d(\sigma, \theta) = \begin{cases} 
\sigma^2 / 2\theta^2 & \text{if } \theta > 0 \\
0, & \text{if } \sigma = \theta = 0 \\
\infty, & \sigma \neq 0, \theta = 0.
\end{cases}
\]

(2.4)

We can generate the function of (2.3) [respectively, partially generate the function of (2.4)] by using the gravity function \( (t + \epsilon)^{-1} \) [respectively, \( (t + \epsilon)^{-1} \)], subtracting a function of \( \epsilon \) and \( \theta \) from \( d(\sigma, \theta) \), and then letting \( \epsilon \to 0 \). Direct use of \( t^{-1} \) or \( t^{-1} \) as gravity functions is inappropriate.

Henceforth we will assume that the function \( d \) in the definition of problem \( \bar{P} \) is a node cost function. Letting \( \Phi \) denote the scale function of \( d \), we define \( F^\Phi \) by

\[
F^\Phi = \{t > 0 : \Phi(t - \epsilon) = \Phi(t + \epsilon) \text{ for some } \epsilon > 0\}.
\]

If \( d \) admits a gravity function \( g \), then Theorem 1 implies that \( F^\Phi \) is a subset of \( \{t : g(t) = 0\} \), so in particular, \( F^\Phi \) is empty if \( g(t) > 0 \) for all \( t \). \( F^\Phi \) is also empty for the two examples (2.3) and (2.4).

We will also assume that there exists a vector \( f \) in \( K \) such that \( D(f) \) is finite. Since \( d'(\cdot, x_i(0)) \), and hence also \( D \), is lower semicontinuous, this implies that there exists an optimal solution for problem \( \bar{P} \).

Theorem 2: Suppose \( f \) is an optimal solution for problem \( \bar{P} \). Then any relaxation \( \bar{u}' \) of the constant control \( u' \) minimizes \( \Sigma_{i \in E_{N-k}} x_i(t) \) for each \( t \) in \( F^\Phi \).

Theorem 2 is proved in Appendix II, and the following corollary is immediate.

Corollary: If \( \kappa \) is a nonnegative function on \((0, \infty)\) such that \( \kappa(t) = 0 \) for \( t \in F^\Phi \), then any relaxation \( \bar{u}' \) of an optimal solution \( f \) for problem \( \bar{P} \) minimizes

\[
D(u) = \int_0^\infty \kappa(t) \sum_{i \in E_{N-k}} x_i(t) dt
\]

over all admissible controls. For example, \( \kappa \) could be the gravity function of \( d \).

III. ITERATIVE METHODS TO SOLVE INITIAL FLOW PROBLEMS

A. Bertsekas’ Projected Descent Direction Algorithm

In this section, we shall discuss an iterative descent algorithm that is used to solve the following problem, of which \( \bar{P} \) is a special case,

\[
(\bar{P}) \quad \min \{ D(f) : C_- \leq f \leq C_+ \}
\]

where

\[
D(f) = \sum_{i \in E_{N-k}} \bar{d}_i(Bf_i),
\]

\( \bar{d}_i(\cdot) \) is convex for all \( i \in N - k \), \( f = (f; e \in E) \), \( E \) is some subset of \( L \), the vectors \( C_+ \) and \( C_- \) are called the upper and lower capacities of \( E \), and \( C_- \leq C_+ \). We will assume that \( D \) is continuously differentiable. We use this more general problem to accommodate modifications of \( \bar{P} \) used later in Section III. This problem involves only simple constraints in the sense of Bertsekas [5, Sect. 1.5] so that Bertsekas’ projected descent direction algorithm [5, Sect. 1.5] is applicable under appropriate conditions. These conditions will be given at the end of this subsection, after some definitions and the algorithm are presented.

Let \([\cdot]\) * represent projection onto \( \{f : C_- \leq f \leq C_+\} \), i.e., for all \( e \in L \)

\[
[f]^* = \max \{ \min \{ C_+ e, f_e \} , C_- e \}.
\]

Let \( f(n) \) be the vector produced at the \( n \)th step of Bertsekas’ algorithm for \( n \geq 1 \), and let \( f(0) \) be the initial value. Denote

\[
\epsilon(n) = \min \{ \epsilon, \| f(n) - (f(n) - \nabla D(f(n))) \| \}
\]

where \( \epsilon \) is a fixed strictly positive scalar (typically small), \( \nabla D(f(n)) \) is the gradient of \( D \) at \( f(n) \), and \( \| \cdot \| \) is the Euclidean norm. Let

\[
I(n) = \{ e \in L : f(n_e) \leq C_e + \epsilon(n) \text{ and } \nabla D(f(n)) > 0 \text{ or } f(n_e) \geq C_e - \epsilon(n) \text{ and } \nabla D(f(n)) < 0 \}
\]

and \( W(n) = L - I(n) \). Roughly speaking, \( \epsilon(n) \) is an a priori estimate of how much \( f(n) \) will change during the \( n \) + 1st iteration and \( I(n) \) is an a priori estimate of the set of coordinates for which constraints will restrict the change in \( f(n) \).

Let \( \alpha, \beta, \gamma \) be fixed, strictly positive scalars where \( \alpha < 1/2 \) and \( \beta < 1 \). Let

\[
\alpha(m) = \gamma \beta^m
\]

\[
f(n, \alpha) = (f(n) - \alpha p(n))^*
\]

\[
p(n) = G(n) \nabla D(f(n))
\]

\[
G(n) = \text{diag} (h(n), \zeta(n))
\]

where \( h(n) \) is a diagonal matrix corresponding to the coordinates in \( I(n) \) and \( \zeta(n) \) is a matrix corresponding to the
coordinates in \( W(n) \). Typically, \( G(n) \) will be chosen as an approximation to the inverse Hessian of \( \bar{D} \) evaluated at \( f(n) \), as suggested by the classical method of Newton. Choices for \( G(n) \) are explored in Section III-C.

**Algorithm:**

\[
f(n+1) = f(n, \alpha_n)
\]

where

\[
\alpha_n = \alpha(m_n)
\]

and \( m_n \) is the smallest nonnegative integer \( m \) that passes the following test.

**Step Size Test (SST):**

\[
\bar{D}(f(n)) - \bar{D}(f(n, \alpha(m))) \geq \sigma \left[ \sum_{e \in W(n)} \nabla \bar{D}(f(n))_e p(n)_e + \sum_{e \in I(n)} \nabla \bar{D}(f(n))_e [f(n) - f(n, \alpha(m))]_e \right]
\]

Roughly speaking, the SST requires that the actual amount of descent is at least a fraction \( \sigma \) of the amount of descent predicted by first derivative information, the step size, and the constraints.

Equation (3.1) and SST is called the Armijo-like rule since it is similar to the Armijo rule for finding step sizes [6]. A variation of the Armijo-like rule is the Markov–Armijo-like rule, which uses the previous step size as the initial step size tested. The Markov–Armijo-like step for the \( n \)th iteration is

\[
\alpha_n = \alpha(m_n) \quad \text{for all } n \geq 0
\]

where \( m_{n-1} = 0 \) and \( m_n \) is generated as follows. Initialize \( m \) to equal \( m_{n-1} \). If the SST is true for \( m \), then we increase \( m \) until either the SST is false or \( m = -1 \), then set \( m_n = m + 1 \). Otherwise, we increase \( m \) until the SST is true, then set \( m_n = m \).

The Markov–Armijo-like step size rule should work quite well if \( \alpha_n \) is fairly constant over \( n \). The rule should also work better than the Armijo-like rule if the initial step size \( \gamma \) of the Armijo-like rule is poorly chosen. We believe that the Markov–Armijo-like rule will not perform much worse than the Armijo-like rule because if, for a particular instance, both rules generate the same step sizes (this happens in unconstrained problems with convex cost since the set of \( m \) satisfying the SST has the form \( \{m \mid m \geq m_n\} \)), then the Markov–Armijo-like rule will use not more than approximately twice as many SST’s as the Armijo-like rule will use.

The following are conditions sufficient to ensure that the sequence \( \{f(n)\} \) converges to a local minimum, and since \( \bar{D} \) has a convex cost, the local minimum is also a global one.

**Condition A:** Given any bounded subset \( S \) of \( \mathbb{R}^l \), there exists a scalar \( \gamma \) (depending on \( S \)) such that

\[
\| \nabla \bar{D}(x) - \nabla \bar{D}(y) \| \leq \gamma \|x - y\| \quad \text{for all } x, y \in S.
\]

**Condition B:** There exist positive scalars \( \lambda_1 \) and \( \lambda_2 \) such that for all \( n \geq 0 \)

\[
\lambda_1 \|z\|^2 \leq z^T G(n) z \leq \lambda_2 \|z\|^2 \quad \text{for all } z
\]

where \( z^T \) is the transpose of the vector \( z \).

**B. Approximation Techniques for Problems Which Have Nondifferentiable Cost Functions or Which Do Not Satisfy Condition A**

The cost function of \( \bar{D} \) need not be continuously differentiable but satisfy Condition A. An example where \( \bar{D} \) may not be continuously differentiable is when \( d \) corresponds to the gravity function \( e^{-\alpha t} \) because \( d(a, 0) \) is then not differentiable with respect to \( a \) at zero. An example where \( \bar{D} \) may not satisfy Condition A is when the node cost function is the function of (2.3).

One possible remedy is to replace the node cost function \( d(a, 0) \in \bar{P} \) with \( d(a, \max (\theta, \omega)) \) where \( \omega \) is some small positive constant. We call this new problem \( \bar{P}^\omega \). Note that if the node cost function of \( \bar{D} \) admits one of the gravity functions \( e^{-\alpha t} \) or \( p_T \) if it is the function of (2.4), then \( \bar{P}^\omega \) has a continuously differentiable cost and satisfies Condition A. Also note that if \( \min \{x_i(0) \in N - \delta\} \geq \omega \), then \( \bar{P}^\omega \) is equivalent to \( \bar{P} \). Optimal solutions of \( \bar{P}^\omega \) lead to nearly optimal controls in the following sense [7]. Suppose for each \( \omega \geq 0 \) is a finite optimal solution \( u^* \) for \( \bar{P}^\omega \). Let \( x^*(t) \) be a state trajectory corresponding to \( u^* \) and demand \( (x(0), r) \). If \( t \in F^\delta \), then

\[
\sum_{i \in N - \delta} x_i^*(t) \leq \sum_{i \in N - \delta} x_i^0(t) + |N| \omega
\]

and if, in addition, \( t \geq t_1 + t_2 \omega \), then

\[
\sum_{i \in N - \delta} x_i^0(t) \leq \sum_{i \in N - \delta} x_i^0(t) + |N| \omega
\]

where \( t_1 \) and \( t_2 \) are dependent on \( (N, L, (x(0), r)) \), and \( C \) only.

Another possible way to make cost functions differentiable and satisfy Condition A is to use Bertsekas’ method of multipliers for nondifferentiable and ill-conditioned problems [5, Sect. 3.3]. This method applies nicely to the cost functions of (2.3) and (2.4).

**C. Descent Direction Methods**

We next describe methods to produce a descent direction

\[
-G(n) \nabla D(f(n))
\]

such that \( G(n) \) satisfies Condition B. One simple method is to let \( G(n) \) be the density matrix. The descent direction that leads to linear convergence is the Newton descent direction, i.e., \( G(n) \) is the inverse of the Hessian matrix of \( \bar{D} \) evaluated at \( f(n) \). Computing Newton descent direction takes \( O(|N|^3) \) time, which may be too time consuming. Intuitively, we expect that the closer \( G(n) \nabla D(f(n)) \) approximates a Newton descent direction, the better the descent direction will be, but at the expense of increased time to compute \( -G(n) \nabla D(f(n)) \). In this subsection, we will present descent directions that are Newton-like, but can be computed in a reasonable amount of time.

Assume that, for all \( i \in N - \delta \), \( \bar{d}_i(\cdot) \) has first and second derivatives. Then the \( ([a, b], (c, d)) \) element of the Hessian matrix of \( \bar{D} \) evaluated at \( f \) is

\[
Q_{[a,b]}(c,d)(f) = \mu_{a}(f)I_{[a,c]} + \mu_{b}(f)I_{[b,d]} - \mu_{a}(f)I_{[a,d]} - \mu_{b}(f)I_{[b,c]}
\]

where

\[
I_A = \begin{cases} 1 & \text{if } A \text{ is true} \\ 0 & \text{otherwise} \end{cases}
\]

and \( \mu_{a}(f) \) equals the second derivative of \( \bar{d}_i(\cdot) \) at \( Bf_i \). In order for our descent directions to satisfy Condition B, we also assume that for some constants \( r_1 \) and \( r_2 \), \( r_1 \leq r_2 \leq \mu_{a}(f) \leq r_2 \) for all \( i \in N - \delta \). Such a \( r_2 \) always exists since the \( d_i \) are convex.

**Remark:** If the functions \( \bar{d}_i(\cdot) \) and \( \mu_{a}(\cdot) \) do not satisfy the assumptions above, we modify \( Q \) as follows. In case \( \bar{d}_i(\cdot) \) does not have a second derivative at \( Bf_i \), we simply assign an arbitrary positive value to \( \mu_{a}(f) \). In case \( \mu_{a}(f) \) is not bounded between \( r_1 \) and \( r_2 \), we replace it with \( \min \{r_1, \max \{r_1, r_2\}\} \).
For the next two methods, we will assume \( \tau_i > 0 \), which will be used to show that Condition B is satisfied.

**Example (Diagonal Approximation Method)**: In this method, we approximate \( Q \) by its diagonal part and use the inverse of the approximation for \( G(n) \). Thus, for each link \( e \), we have

\[
\{G(n)\gamma \delta Q(f(n))\}_{e} = \gamma \delta Q(f(n))_{\gamma}^{-1}.
\]

Since \( 0 < 2\tau_i \leq Q(f(n))_{\gamma} \leq 2\tau_i \), \( G(n) \) satisfies Condition B.

In the next two examples, we will discuss computation of the coordinates of the descent vector by links in \( W(n) \). These links correspond to that part of matrix \( G(n) \) that does not have to be diagonal. Let \( \Omega \) be the submatrix of \( Q \) corresponding to the coordinates in \( W(n) \).

**Example (Block Diagonal Approximation Method)**: In this method, we approximate \( Q(f(n)) \) by a block diagonal matrix \( Q'(n) \) and use the inverse of \( Q'(n) \) for \( \xi(n) \). To form \( Q'(n) \), we first assign each link to one of its two end nodes. Without loss of generality, let \( \{1, 2, \ldots, \} \) be the set of nodes that have links assigned to it. Let \( Q'(n) \) be the block diagonal matrix such that

\[
Q'(n) = \begin{cases} 
Q_{uv}(f(n)), & \text{if links } u \text{ and } v \text{ are assigned to the same node otherwise.} \\
0, & \text{otherwise.}
\end{cases}
\]

Thus, \( Q'(n) \) has the form \( (H_1(n), H_2(n), \ldots, H_l(n)) \) where \( H_i(n) \) is the submatrix of \( Q(f(n)) \) corresponding to the links assigned to node \( i \).

In order to show that the resulting matrix \( G(n) \) satisfies Condition B, it is sufficient to show that matrix \( H_i(n) \) is uniformly bounded and away from zero, i.e.,

\[
\tilde{\tau}_i z^2 \leq z^T H_i(n) z \leq \tilde{\tau}_i z^2 \quad \text{for all } z \quad (3.1)
\]

for some \( \tilde{\tau}_i < \tilde{\tau}_2 \). To do this, we note that we can arrange it so that there exists at most one link incident to the same pair of nodes because if there exist two links incident to the same pair of nodes, we convert these two links into a single link by deleting one of the links and assigning a new lower (respectively, upper) capacity to the remaining link that is equal to its lower (respectively, upper) capacity minus (respectively, plus) the upper (respectively, lower) capacity of the deleted link.

Let the links assigned to node \( i \) be \( \{i, j_1, i, j_2, i, \ldots, j_i, i, j_{p+i}, i, j_{p+i}, j_{p+i+1}, i, j_{p+i+1}, \ldots, j_{p+m}, i, j_{p+m}\} \). From our assumption that there is at most one link between any pair of nodes, the \( j_k \) are all distinct. Then we can write

\[
H(n) = \mu_1(f(n)) A_1(n) + \mu_{ij}(f(n)) A_{ij}(n) + \cdots + \mu_{p+m}(f(n)) A_{p+m}(n)
\]

where

\[
A_1(n) = \begin{bmatrix} E_{pp} & -E_{pm} \\
-E_{mp} & E_{mm} \end{bmatrix}
\]

and \( E_{pp} \) is a \( p \times m \) matrix of ones. By straightforward computation,

\[
z^T H_i(n) z = \mu_i(f(n)) \left[ \sum_{k=1}^{p} z_k - \sum_{k=p+1}^{p+m} z_k \right]^2 + \sum_{k=1}^{p+m} \mu_{jk}(f(n)) z_k^2.
\]

From the boundedness of \( \mu_i(f(n)) \) and the fact that \( 1 \leq p + m \leq |L| \), the following inequalities hold, which implies (3.1)

\[
0 \leq \mu_i(f(n)) \left[ \sum_{k=1}^{p} z_k - \sum_{k=p+1}^{p+m} z_k \right]^2 \leq \tau_2 \|z\|^2
\]

\[
\tau_1 \|z\|^2 \leq \sum_{k=1}^{p+m} \mu_{jk}(f(n)) z_k^2 \leq \tau_2 \|z\|^2.
\]

Thus, Condition B is satisfied.

By straightforward calculation, the \( (i, j) \)th coordinate of the descent direction for a link \( (i, j) \) of \( W(n) \) at the \( n \)th iteration of the algorithm of Section III-A is

\[
\mu_i(f(n)) - \mu_{ij}(f(n)) + \nu \sigma_i(f(n))_{(i,j)}
\]

if \( (i, j) \in M_i(n) \)

\[
-\mu_i(f(n)) - \mu_{ij}(f(n)) + \nu \sigma_i(f(n))_{(i,j)}
\]

if \( (i, j) \in M_i(n) \)

where \( M_i(n) \) is the subset of \( W(n) \) assigned to node \( i \) and

We next give a heuristic rule for assigning links to nodes in an attempt to make the approximation \( Q'(n) \) of \( Q(f(n)) \) as close as possible.

**Partition Rule**: Let \( (i, j) \) be assigned to node \( i \) at iteration \( n \) if

\[
\mu_i(f(n)) \sqrt{\Omega_i} - 1 \geq \mu_{ij}(f(n)) \sqrt{\Omega_j} - 1
\]

and let \( (i, j) \) be assigned to node \( j \) otherwise where \( \Omega_k \) is the number of links in \( W(n) \) incident on node \( k \).

The motivation behind this rule can be observed through the following situation. Suppose we have a network where all nodes are a neighbor of node \( a \) or node \( b \), but not both, as in Fig. 2. Furthermore, assume that links incident to node \( a \) but not node \( b \) are assigned to node \( a \), and that links incident to node \( b \) but not node \( a \) are assigned to node \( b \). Let \( k \in \{a, b\} \) and let \( Q'(n) \) be \( Q'(n) \) when \( (a, b) \) is assigned to node \( k \). To measure how close an approximation a matrix \( H \) is to \( Q'(f(n)) \), we use the distance

\[
\Delta(H, Q'(f(n))) = \sup \{ \|H - Q'(f(n))\| : \|y\| = 0 \}
\]

By straightforward computation,

\[
\Delta(Q'(f(n)), Q'(n)) = \mu_i(f(n)) \sqrt{\Omega_i} - 1
\]

Therefore, the Partition Rule will give us the best approximation of \( Q'(f(n)) \).

**Remark**: Suppose the cost \( D \) is such that, given \( f \), computing \( \gamma \delta Q(\mu_i(f))_{(i,j)} \) and \( D(f) \) takes \( O(|N|^2) \) time. An example of such a \( D \) is \( D \) when the node cost function is either \( d(\mu_i(f), \cdot, \cdot) \) or the function of (2.4). Also, suppose that we apply the iterative descent algorithm of Section III-A where the descent direction is either the diagonal or block diagonal approximation descent direction to solve \( \tilde{P} \).

Then it can be shown that computing a descent direction, evaluating an SST, or updating an initial flow takes \( O(|N|^2) \) time. Hence, the \( n \)th iteration of the algorithm will take \( O(m_n |N|^2) \) time where \( m_n \) is the number of SST evaluations.
needed to find an acceptable step size at the \( n \)th iteration. Since the descent direction is Newton-like, the acceptable step size should be close to one, and \( m_n \) should be less than some fixed constant for most \( |N| \).

**Example (Scaled Conjugate Gradient Method):** In this example, we use the scaled conjugate gradient method that was used in [8]. Let \( \hat{Q}(n) = \hat{Q}(f(n)) + \epsilon I \) where \( \epsilon > 0 \) and \( I \) is the identity matrix. Let \( S(n) \) be a symmetric matrix which has eigenvalues bounded above and away from zero. Let \( \nabla \hat{D}(f(n))_e = (\nabla \hat{D}(f(n)), e \in E) \) for \( E \) a subset of \( L \). Let the positive integer sequence \( \{c(n)\} \) be such that \( 0 < c(n) < |W(n)| \). Then the descent direction vector corresponding to the links in \( W(n) \) is \( z(c(n)) \) where \( z \) is computed iteratively as follows. Let \( z(0) = 0 \), \( y(0) = -S(n)w(0) \).

\[
\begin{align*}
z(m) &= z(m-1) + \xi(m-1)y(m-1) \\
y(m) &= -S(n)w(m) + \nu(m)y(m-1) \\
w(m) &= \hat{Q}(n)z(m) + \nabla \hat{D}(f(n))w(n) \\
\xi(m) &= \frac{w(m)^TS(n)w(m)}{y(m)^TS(n)y(m)} \\
\nu(m) &= \frac{w(m)^TS(n)w(m)}{w(m-1)^TS(n)w(m-1)}.
\end{align*}
\]

Note that if the Hessian matrix of \( \hat{D} \) exists and is nonsingular at \( f(n) \) and \( e = 0 \), then \( z(|W(n)| - 1) \) is the Newton descent direction.

**IV. RESULTS OF COMPUTER EXPERIMENTS**

Computer experiments done to compare the methods presented in Sections II and III are described in [7]. In the experiments, the objective was to find a routing strategy to minimize \( D(u) \) in (2.5) when the weight function \( \kappa \) is \( p_T \) where \( T \) was chosen about ten times larger than the minimum time to empty the networks. This was done by applying the iterative descent algorithm of Section III-A to find an acceptable feasible vector for \( \hat{P} \). The criterion for a feasible vector \( f \) of \( \hat{P} \) to be acceptable was that

\[
\sum_{i \in N_h} d(Bf_i, x_i(0)) \leq D(1 + q)
\]

for some small positive \( q \), \( d \) corresponds to gravity function \( \kappa \), and \( D \) is the minimum cost possible. Note that if \( u' \) is a flow relaxation of \( u^\ast \), then \( D(u') \leq D(1 + q) \). The implementation of the algorithm was done using the Pascal programming language on a Digital Equipment Corporation LSI-11 microcomputer. Extensive numerical results are reported in [7]; here we present a brief summary.

Experimental results comparing the two step size rules show that the Markov–Armijo-like rule never used more than 128 percent and at one time used only 12 percent of the SST's used by the Armijo-like rule. Bertsekas and an anonymous referee suggested the following modification for the Markov–Armijo-like step size rule. When computing the integer \( m_n \), use the same procedure as in the Armijo-like or Markov–Armijo-like rules, except let \( m_n \) be the value of \( m \) that gives the biggest decrease in cost. We have not conducted any experiments with this rule, but we think it will work quite well.

To compare the performance of the algorithm for various descent direction methods and for various node cost functions, we measured how much CPU time was needed by the algorithm to compute an acceptable initial flow. We tried the following descent direction methods: steepest descent, diagonal approximation, block diagonal approximation, partial scaled conjugate gradient, and the Newton descent. The experimental results showed that the block diagonal and partial scaled conjugate gradient method, for approximately \( |W(n)|/2 \) conjugate gradient iterations, performed best. We tried four node cost functions for \( \hat{P} \), using gravity functions \( k(t) = \exp(\epsilon - 0.1t) \), and the examples of (2.3) and (2.4). The algorithm worked best with the quadratic cost of (2.4).

If the cost \( P \) was not continuously differentiable or Condition A was not satisfied, we substituted \( P^\infty \) for \( P \) or applied Bertsekas' multiplier method whenever possible. The experimental results did not indicate which of the two techniques would lead to faster computation times for the algorithm.

**V. CONCLUSION**

In this paper, conditions are given on the initial flow problem \( P \) which ensure that its solution leads to controls which minimize the amount of traffic in the network at some set of times. We used Bertsekas' iterative descent algorithm to solve \( P \). An alternative to the Armijo-like rule, called the Markov–Armijo-like rule, was presented and it seems to perform at times better and never perform much worse than the Armijo-like rule.

Conditions that are sufficient for the algorithm to converge to an optimal solution are given. We presented techniques to compute descent directions and to modify problem \( P \) so that the conditions are satisfied. Among the descent direction methods is the block diagonal approximation, which seems like a reasonable method. We also note that the choice of the node cost function for \( P \) can affect the rate of convergence of the algorithm.

**APPENDIX I**

**PROOF OF THEOREM 1**

We will only prove that \( d \) has Property 2. The proof that \( d \) has the other three properties is left to the reader. \( d(\alpha, \theta) \) is convex in \( \theta \) because \( [\theta + t\alpha]_+ \) is convex in \( \theta \). Next, suppose \( \alpha_n \) converges to \( \theta \). Then \( g(t)[\theta + \alpha_n]_+ \) is nonnegative and converges to \( g(t)[\theta + \alpha]_+ \), so by Fatou's lemma,

\[
\int_0^\infty g(t)[\theta + \alpha]_+ dt \leq \liminf_{n \to \infty} \int_0^\infty g(t)[\theta + \alpha_n]_+ dt
\]

which, by definition, means that \( d(\alpha, \theta) \) is a lower semicontinuous function of \( \alpha \). Thus, \( d \) has Property 2.

**APPENDIX II**

**PROOF OF THEOREM 2**

We prove the theorem using the following set of claims and definitions.

**Definition:** A path with length \( q \geq 0 \) is a sequence of unrepeatned nodes \( (n_0, n_1, \ldots, n_q) \) with links between them. If \( f \) is in \( K \), then the path is said to be unsaturated for \( f \) if for each \( i \) with \( 0 \leq i \leq q - 1 \),

\[
C_{n_i,n_{i+1}} - f_{n_i,n_{i+1}} + f_{n_{i+1},n_i} > 0.
\]

By default, a path with a single node is unsaturated for \( f \).

Let \( d'_-(\alpha, \theta) \) be the left-hand derivative with respect to \( \alpha \).
evaluated at \( \sigma \). Note that since \( \mathcal{D}(f) < \infty \) and \( d\left(\cdot, x(0)\right) \) is convex, \( d'(Bf + r, x(0)) \) and \( d'(Bf + r, x(0)) \) are well defined for each \( i \in N - \delta \).

**Claim 1:** Let \( p \) be an unsaturated path from \( u \) to \( v \) where \( u \neq v \). Then the destination is not on the path and

\[
d'(Bf_u + r_u, x_u(0)) \leq d'(Bf_v + r_v, x_v(0)). \tag{A.2.1}
\]

**Proof:** Since \( f \) is a solution, \( f \) is in \( K \). Therefore, \( f_u = C_u \) and \( f_v = 0 \) for all \( i \in N - \delta \) and \( \delta \) cannot be part of \( p \).

Since \( p \) is unsaturated, there exists a vector \( w \) where

\[
w_{ij} = \begin{cases} 1 & \text{if } (i, j) \text{ is part of path } p \text{ and } f_0 < C_{ij} \\ -1 & \text{if } (j, i) \text{ is part of path } p \text{ and } f_{j i} = C_{ji} \\ 0 & \text{otherwise} \end{cases}
\]

and \( f + \alpha w \in K \) for some \( \alpha > 0 \) sufficiently small. By the convexity of \( \mathcal{D} \) and the optimality of \( f \), the following limit exists and

\[
\lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \left[ \mathcal{D}(f + \varepsilon w) - \mathcal{D}(f) \right] \geq 0. \tag{A.2.2}
\]

The vector \( w \) has the property that

\[
Bw = \begin{cases} 1 & \text{if } i = v \\ -1 & \text{if } i = u \\ 0 & \text{otherwise} \end{cases}
\]

Thus, the limit on the left-hand side of (A.2.2) equals

\[
\lim_{\varepsilon \to 0^+} \frac{1}{\varepsilon} \left[ d(Bf_u + r_u - \varepsilon, x_u(0)) - d(Bf_u + r_u, x_u(0)) ight]
\]

\[
-\left[ d(Bf_v + r_v + \varepsilon, x_v(0)) - d(Bf_v + r_v, x_v(0)) \right] = d'(Bf_u + r_u, x_u(0)) - d'(Bf_v + r_v, x_v(0))
\]

which completes our proof of Claim 1.

**Claim 2:** Suppose there is an unsaturated path from \( u \) to \( v \) and that \( x_u(0) + t(Bf_u + r_u) > 0 \). Then \( x_v(0) + t(Bf_v + r_v) > 0 \).

**Proof:** We can restrict attention to the case that \( Bf_u + r_u < 0 \). Then by Claim 1 and Property 3,

\[
d'(Bf_u + r_u, x_u(0)) \leq d'(Bf_v + r_v, x_v(0)) = \Phi(\varepsilon).
\]

Now choose \( \varepsilon > 0 \) so that \( x_u(0) + t(Bf_u + r_u) > 0 \). Then if \( x_v(0) > 0 \), we have \( Bf_u + r_u > -x_u(0)/\varepsilon \) so Properties 1.2, and 3 yield

\[
d'(Bf_u + r_u, x_u(0)) \geq d'(x_u(0)/\varepsilon, x_v(0)) = \Phi(\varepsilon).
\]

(A.2.4)

On the other hand, if \( x_u(0) = 0 \) (so then \( Bf_u + r_u > 0 \)), we have by the convexity of \( d(\cdot, \theta) \) and the assumption \( d(0, 0) \) is finite that

\[
d((Bf_u + r_u)/2, x_u(0)) \leq d(0, x_u(0)) + d(Bf_u + r_u, x_u(0)) < +\infty.
\]

Thus, Property 4 and the monotonicity of \( \Phi \) yield

\[
d'(Bf_u + r_u, x_u(0)) \geq d'(Bf_v + r_v)/2, x_v(0)) \geq \lim_{u \to \infty} \Phi(u) \geq \Phi(\varepsilon). \tag{A.2.5}
\]

Combining (A.2.3) and either (A.2.4) or (A.2.5), we have

\[
\Phi(\varepsilon) \leq \Phi \left( x_u(0) \left( -Bf_u + r_u \right) \right).
\]

This and the fact that \( \varepsilon > 0 \), \( \Phi \) is monotone and \( \varepsilon \in F^+ \) implies that \( x_u(0)/\varepsilon - Bf_u + r_u > 0 \), which establishes Claim 2.

Let \( x_A = \Sigma_{i \in A} x_i \) for any subset \( A \) of \( N \) and let \( C_{AB} = \Sigma_{i \in A, j \in B} C_{ij} \) for subsets \( A \) and \( B \) of \( N \). Let \( N^+ \) denote the set of nodes \( i \) in \( N - \delta \) such that \( x_i(0) + t(Bf_i + r_i) > 0 \) and let \( N^- \) denote the set of nodes in \( N - \delta \) such that \( x_i(0) + t(Bf_i + r_i) < 0 \). Let \( R \) be the set of all nodes that can be reached from a node in \( N^+ \) by way of an unsaturated path. By Claim 1, \( R \) does not include \( \delta \), and by Claim 2, \( R \) does not intersect \( N^- \).

By its definition, \( R \) clearly contains \( N^+ \) and

\[
f_{N^-, R} = 0 \quad \text{and} \quad f_{R, N^-} = C_{R, N^-}.
\]

Let \( x \) denote the trajectory for an arbitrary admissible control and let \( x^* \) denote the trajectory for the control \( \partial \). Then

\[
x_{N^-, i}(t) \geq x_R(t) \geq x_u(0) + \int_0^t (r_{R - C_{R, N^-}}) \, ds
\]

\[
= x_u(0) + t(r_{R - C_{R, N^-}})
\]

\[
= x_u(0) + t(r_{R - f_{R, N^-}})
\]

\[
= \sum_{i \in R} (x_i(0) + t(Bf_i + r_i))
\]

\[
= \sum_{i \in N - \delta} (x_i(0) + t(Bf_i + r_i)). \tag{A.2.6}
\]

As discussed in Section II, we have \( [x_i(0) + t(Bf_i + r_i)] \geq x_i(t) \), whence from (A.2.6) we deduce that \( x_{N^-, i}(t) \geq x_{N^-, i}(t) \). This completes the proof of Theorem 2.
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