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Abstract

Four packet-switched networks using shuffle-exchange inter-
connections and deflection routing are analyzed. The first
two are well-known networks based solely on shuffle intercon-
nections, and the other two are variations in which the nega-
tive effects of deflection is reduced. Approximate state equa-
tions are given under a uniform traffic assumption. The equa-
tions predict the distribution of packet delay, and can be used
in situations where packets are assigned priorities. The four
networks are briefly compared to each other and to Batcher-
Banyan sorting networks and hypercube deflection networks.

1 Introduction

Deflection routing, originally called hot-potato routing [1], is
a technique for maintaining bounded buffers in a packet-
switched communication network. If, due to congestion at
a switch, not all packets can be sent out along shortest paths
to their destinations, some packets are sent out on other links.
The penalty is an increase in the distance traveled by pack-
ets, and the reward is the simplicity of switch design resulting
from the absence of large buffers and routing tables. Tradi-
tional store-and-forward networks use extensive computation
at the nodes to determine packet routes in order to use trans-
mission bandwidth sparingly. In contrast, deflection leads to
simple switches by making liberal use of transmission band-
width. Since the penalty for longer routes increases as propa-
gation delay becomes more of a factor, we consider deflection
routing primarily for networks with a small physical diameter,
such as those in a multiprocessor computer system or a packet
switch for telecommunications.

We consider deflection routing in this paper for several
well-known networks based on shuffle exchanges. In order to
unify the description of the networks, in Subsection 2.1 we
define the class of shuffle-ring networks. Informally, a shuffle-
ring network with parameters n and k consists of k columns
of switching nodes, with 2" 2 x 2 nodes in each stage. The
columns are arranged in a ring, with each column connected
to the next by a perfect shuffle interconnection. We do not
consider the network to be a “multi-stage” network in the
strict sense of the word, because packets can be injected by,
or destined to, any of the k2™ nodes in the network. The
important special cases of a shuffle-exchange network (k=1)
and ShuffieNet (k=n) [2] are examined in Subsections 2.2 and
2.3, respectively.

" This research was supported by the National Science Founda-
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One reason for our interest in shuffle-ring networks is that
they use 2 x 2 switching nodes, an important consideration for
implementation using optical components. Another reason is
that these networks have a diameter that grows typically log-
arithmically with the number of nodes, which is the smallest
rate possible for 2 x 2 nodes. The networks admit simple
routing rules based on packet destinations.

An apparent drawback of deflection routing in shuffle-ring
networks is that a single deflection can cause the distance of
a packet from its destination to increase significantly. The
detrimental effect can be largely reduced by giving priority to
packets closer to finishing [3]. We show for shuffle-exchange
networks (k=1) that (for approximate evolution equations)
giving priority to packets closest to their destinations is the
optimal priority rule, in a certain sense. We also consider
ShuffleNet when priority is based primarily on the number of
deflections a packet has undergone, and in the case of ties also
on the distance to the respective destinations. This priority
rule is proposed for the network under construction at UC
Boulder [4]. Our results indicate that this priority rule has
the desired effect of reducing the tail of the delay distribution,
at the expense of slightly increasing the mean delay.

Another approach for reducing the negative effects of de-
flection is to consider variations of shuffle networks for which a
deflection causes the distance of a packet to its destination to
increase only by a small amount. Two such variations are con-
sidered in Section 3. Oune of these (the cross-back switch) uses
shuffles augmented by inverse shuffles, while the other uses a
shuffle augmented by the ideatity interconnection. The cross-
back switch is a slight generalization of the shuffle-exchange
and exchange-unshuffle network of Tan et al [5].

We assume in this paper that the destinations of the pack-
ets generated at each node are distributed uniformly among
the other nodes in the network. Our analysis begins with cer-
tain evolution equations, which are derived, roughly speaking,
by ignoring the dependence between arrivals on different links
of a switch. Similar evolution equations were given by [3,6,7].
We consistently found the solutions of the evolution equations
to closely match simulations.

The bulk of the end results that we report in this pa-
per concern the time it takes for the network to evacuate
when operating synchronously with no packets injected other
than those of the initial load. However, the evolution equa-
tion method works well in predicting delay and throughput for
the networks in steady state operation as well. We illustrate
this fact in our consideration of the UC Boulder ShuffleNet
design, and we intend to report other delay/throughput re-
sults in the near future. We feel that the evacuation time,
emphasized here, is an important performance parameter for
several reasons. First, some networks support synchronous
computation, and the normal operation of such networks con-
sists of repeated evacuations. Secondly, as noted before, all



the networks we consider here are recirculating. However, the
networks can be expanded in space in such a way that the evo-
lution that we describe from-slot-to-slot in time applies as well
to packets moving from-copy-to-copy in space, through copies
of the original network. The evacuation time of the original
network dictates how many copies the space expanded net-
work must have. A final reason for our interest in evacuation
time is that it requires transient analysis of the network, so
that the agreement with simulation better confirms the accu-
racy of our method. The ability to predict transient response
is important even if average delay is the main item of interest,
for if the offered traffic is bursty the network may continually
be in a transient mode.

A comparison of the complexity of several networks using
deflection and a network based on the Batcher-Banyan sort
(8] is given in Section 4. Complexity is measured in units of
switches per packet per slot, and is adjusted by being multi-
plied by the product of the number of inputs and number of
outputs of the component switches. The complexities reported
are based on the analysis of Sections 2 and 3. i

We close this section by briefly commenting on some other
work. Maxemchuk [9,10,11] has extensively studied the per-
formance of deflection routing in a Manhattan street network.
Like the shuffle-ring networks, these networks are constructed
from 2 x 2 switching nodes. They have the advantage that
a single deflection increases the distance to the destination
by only a small amount, and the disadvantage that the net-
work diameter grows as the square root, rather than as the
logarithm, of the number of nodes. Finished products using
deflection routing include the Hep multiprocessor computer
system [12] and the Connection Machine [13]. An interest-
ing treatement of flow control and cut-through for deflection
routing is given in the paper of Ngai and Seitz [14].

2 Shuffle Ring Networks

2.1 Network model and operation

An (n, k) shuffle ring network! has k2" nodes and can be con-
ceptually visualized as having k¥ columns of 2" nodes each.
The columns are connected in a unidirectional ring with shuf-
fle interconnections between consecutive columns. Each node
is labeled by a pair (c,r), where 0 < c < kand 0 <7 < 2",
We often express the row identifier in base 2 notation, so
(¢,7) = (¢,7n=1,Tn=2,...,70) where r; € {0,1},0 < i < m.
Each node has two outgoing links and two incoming links.
The two links going out of node (¢,7n-1,Tn—2,...,70) lead to
nodes (¢®1,rn—2,...,70,0) and (¢®1,rn_2,...,70,1), where
c®1=(c+1modk).

We will consider packet switching, with routes chosen as
follows. Consider a packet starting at node (c,r) and des-
tined for for node (¢’,r’). Let us first consider the special
case when ¢’ = ¢ @ n. In this case, the packet wishes to pass
through the sequence of n nodes (c',r'), 1 < ¢ < n, where
¢ = c®1iand r* is given by placing a window of length n
over the sequence rn_i,7n—2,..-,70,Th_1,---,T1,70, With the
window positioned i clicks from the left-most position. The
construction guarantees that there is a link from (c*,7*) to
('t 7"+ for 0 < i < m, where (c,7) = (% °).

In general, let § be the column number such that ¢’ =
c®n®j. For the first ;7 hops, the packet does not care which

1 All of the networks described in this paper can be easily gener-
alized to have p-ary shuffle interconnections, with p X p switches at
each node.
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output links it takes. After proceeding through j links, the
packet wishes to follow the unique route of n more links de-
scribed in the special case above. The diameter of this network
isn+k—1.

We have described the rcute a packet nominally takes.
However, due to congestion, a packet may be forced to take
an undesired link at some node. This packet is said to be
deflected. After a deflection, the packet begins to follow a
new desired route as if it is just starting. If the packet is at
distance i, (z < n) from its destination and is deflected, the
distance to destination increases by one less than a multiple
of k — typically? the smallest multiple of & such that the new
distance is at least n.

The network operates synchronously: the time axis is di-
vided into slots corresponding to packet transmission times
and each link can relay one packet per time slot. Consider a
fixed node at the beginning of a time slot. Since the node has
two input links, as many as two packets were received during
the previous time slot. Any such packets destined for the node
are removed from the network. New packets may be injected
into the network at the node, bringing the total to at most two
continuing packets. Under deflection routing, the continuing
packets have to be assigued to the two outgoing links. Since
two packets might desire the same output link, the deflection
routing scheme requires a rule for resolving this conflict.

The rule for resolving routing conflicts is based on the
states of the packets. The state of a packet is comprised of
information that it carries in the form of control bits. As an
example, the state of a packet may consist of the destination
address, the source address and the nuinber of times the packet
has been deflected. The network designer has to decide what
information is relevant for resolving conflicts, and include it
in the state of a packet. One rule that suggests itself is based
on priorities. A priority is computed for each packet based
on its state. Packets are then ordered with respect to their
priorities. All packets with the same priority can be ordered
randomly amongst themselves, all orders being equally likely.
The packets are considered one at a time, in order of decreas-
ing priorities. When a given packet is considered, the node
examines whether the packet has a preferred link. If that link
is free (no packet has been assigned to that link), the packet
is assigned to the link. Otherwise, the packet is assigned to a
free link, all choices being equally likely.

Note that our conflict resolution rule is a two-pass strat-
egy. On the first pass, the node computes the priority of cach
packet. The node uses the priority to order the packets and
in the second pass routes the packets on the output links.

The arrivals of packets on different links of a node are not
necessarily independent for the models described in this pa-
per. Also, the choice of output links made by different packets
at the same switch are not necessarily independent. However,
under the uniform traffic assuinption, on the average packets
choose each output link of a switch equally often. We will de-
rive an approximate performance analysis by pretending that
arrivals on different links are independent, and packets choose
the output links of a switch equiprobably and indepeundently
of each other. Specifically, we make the following approxima-
tions for each node and time slot:

Approximation 2.1 A switch receives puckets on an in-
coming link independently of whether a packet is received on
other links. Also, the state of these packets is drawn indepen-
dently from a single distribution.

2]t is possible to do a little better in some cases, but on the
average the routes we have described are only one link longer than
the shortest routes between two nodes in the network.



Approximation 2.2 The choice of output link of a
packet which i3 yet to reach its destination is randomly, uni-
formly distributed between the two output links, and this choice
is made independently of other packets.

2.2 Shuffle Exchange Network

We study deflection on the (n,1) shuffle ring network in
this section. Suppose each node has two packets for delivery to
other nodes in the network. The destination of each packet is
chosen uniformly from amongst the other N — 1 nodes, where
N = 27", and each packet chooses its destination independently
of other packets. We determine, under some simplifying ap-
proximations, how long the network takes to evacuate.

We use closest-to-destination priority routing, which im-
plies that a packet which has fewer links to travel towards its
destination gets preference in case there are conflicts. The
intuition behind this rule is to try and reduce the number of
packets in the network as soon as possible, hopefully decreas-
ing the number of conflicts later.

The performance of the system described above can be de-
termined by a Markov chain analysis. However, the number of
statesis NV, making an exact analysis prohibitively expensive
(in terms of computational resources). Similarly, simulation
also requires large computational resources. Under approxi-
mations 2.1 and 2.2, we will derive evolution equations which
determine the behaviour of a typical packet in the system.
The number of states reduces to n + 1, where n = log, N.
These evolution equations will then be used to derive bounds
on the evacuation time, suitably defined, for the approximate
network. These bounds are tight in the sense that the upper
and lower bounds are both O(n?).

Consider a fixed packet, which has yet to reach its des-
tination, at the beginning of a time slot. The node makes
a decision about which output link the packet will traverse
during this time slot. This implies that the distance to the
packet’s destination may decrease by one, or if the packet is
deflected the distance to its destination will increase to n. No
packet has a distance greater than n from its destination, be-
cause there is a route of n links from a node to any other.
Thus, we view the packets as performing a random walk on
the integers 0,1,2,...,n, where state i corresponds to the dis-
tance of a packet from its destination. The packets start at
state n at time 0, and their destination is state 0. If a packet
is not deflected in a time slot its state decreases by one, and
if deflected, the packet goes to state n.

Consider a fixed link and define p.(i), 0 < 7 < n to be
the probability that a packet 7 links from its destination (at
the end of the slot) traverses the link during time slot t, and
set py = (pe(0), pe(1),...,pe(n)). Also, let p:(0) include the
probability that there is no packet on the link, so that pg is a
probability distribution.Let us determine the deflection proba-
bility for a packet. Suppose a packet at distance i (i > 0) from
its destination arrives on a link. This packet can be deflected
by a packet from the other link only if the second packet is in
a state 1,...,1, and the second packet prefers the same out-
put link as the first packet. The second packet prefers the
same output link with probability 1/2. If the second packet
is at state 7, it will win the conflict with probability 1/2, and
if its state is less than 1, it will always win the routing con-
flict. Thus, the deflection probability for a packet at state z is
%ij;—l pe(5) + $pe(i). All deflected packets go to state n.
The evolution of py is given by the following update equation:
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pe+1(0) = pe(0) +pe(1) (1 - %Pf(l))

penl) = puli+ D) (1- 30T n0) - dneli+ 1))
2

pas(m) = H(S3T0el)

2.1)
where 1 < 1 < n. These equations are similar to the eVOllEtiOIl
equations numerically evaluated in [3]. The probability mass
pe+1(n) is the mass that is deflected at time ¢ +1. The expres-
sion for pi41(n) in equation (2.1) follows from the equation
below.

J=n k=j—1
pen(n) = 30+ 3 n()G D pelk) + ()

We simulated a shuffle exchange graph using deflection
routing to compare the behavior of the network with predic-
tions derived from the update equations. Figures 1 and 2 show
the averaged results of twenty simulation runs for a 2° node
shuffle exchange graph, together with the corresponding pre-
dictions. The nodes of the network were all filled with two
packets at the beginning of the first slot, and then no new
packets were added to the network. The destination of each
packet in a node was chosen equiprobably from amongst the
other 2° —1 nodes, and independently of all other packets. The
close agreement between simulation and predictions apparent
in the data presented in figures 1 and 2 is representative of all
the data we have observed.

We define the evacuation time, Teyac, as the first time, 1, at
which the expected link utilization in the system, Z:Y pe(1),

is less than 27("*1) The intuition behind this definition is
that it corresponds to the first time at which there is less than
one packet in all the nodes put together. A numerical value
for Teyac can be computed by iterating the update equation
and observing the time, t, at which the required condition on
pt is met. On the other hand, obtaining an expression for
Tevac in terms of n requires an explicit evaluation of p¢(0) in
terms of pg.

We introduce a partial order < onr the link occupation
probabilities py. This partial order serves two main functions
in this paper. Firstly, it is used for a comparison of priority
rules, which is summarized in Theorem 2.1. Secondly, it is
used to provide bounds on the evacuation time, and these
bounds are summarized in Theorem 2.2. The partial order is
defined by pt < q¢ if and only if

z_:}’z()) <
J=t

J=n

doal)1<i<n
J=t

—_
(3]

&)
~—

Roughly speaking, p < q corresponds to there being more
packets further away from their destinations under distribu-
tion q than under distribution p. This order relation, <, has
the usual properties of a partial order, i.e. it is a transitive and
reflexive relation. The next lemma states that the relation <

is preserved under equation (2.1).
Lemma® 2.1 If pt() < qt,. and p and q evolve according

to equation (2.1), then py < q¢, t > to.

3Due to space limitations, the proofs of all Lemmas and Theo-
rems is omitted
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Figure 2: Fraction of packets deflected in a 2° node shuffle ex-
change graph. The deflection probability denotes the fraction
of the packets deflected in each time slot. Predicted values are
obtained from the update equation.

An important issue that we now address is whether the
closest-to-destination priority rule is optimal for the evacua-
tion time. Consider a priority rule, §, which is used to resolve
routing conflicts. Suppose two continuing packets are at a
node at the beginning of a time slot. One packet is in state 1,
the other is in state j, and both packets desire the same out-
put link. Then, let §;; be the probability that the packet in
state 1 wins the routing conflict. It follows that 6;; =1 — &s;.
Set pi to be the probability distribution of packet states un-
der routing rule §. In general, § may also be a function of the
time slot ¢. The evolution equations are

a0 = s+ (1- 0
-1 = 0 (1- 3T

2
am = H{TIH0)

(2.3)
where 1 < i < n. The next lemma states that the closest-to-
destination priority rule is the best possible rule amongst the
class of rules described above.

Lemma 2.2 Let pg = pf), where pg 1s a probability
distribution on 0,1,...,n. If pg evolves according to equa-
tion (2.1) and p‘so evolves uccording to equation (2.3), then

Py <P}

Let & be any local rule which is used to resolve routing
conflicts. We define a symmetric rule as any local rule which
ignores the link on which packets enter the node and also
that packets desire each output link equally often under this
rule. These are the intuitive conditions that correspond to
approximations 2.1 & 2.2. We define the evacuation time for
strategy 6, TS,ac, in a similar manner to Teyac, as the first
time ¢t at which the link utilization probability is less than
2=(7+1)  The following theorem summarizes the reason for
choosing closest-to-destination priority routing. The proof of
this theorem is an easy consequence of Lemmas 2.1 and 2.2.

Theorem? 2.1 Let Tepee be the evacuation time of the
network under closest-to-destination priority routing, and lel
T, ac be the evacuation time for any other symmetric rule, 6,
used to resolve routing conflicts. Then, under dpproximations
21622 T > Tevac.

We have found explicit bounds on the evacuation time,
Teyac, which are summarized in the following theorem.

Theorem 2.2 Let py be given by po(n} = 1 poli) =
0, i < m, and py evolve according to equation (2.1). Let Toyac
be the evacuation time for this system. Then,

n? 4n?
- +n+nlog,(n)

Equation (2.1) is hard to solve explicitly in a closed form.
However, observe that this cquation has the property that if
pe(5) =0, 1< 5 <k, thenfor 0 <2< (k= 1),

. . 1
petivr(k—3) = pegi(k—14+1) (1 - gpenilb—at 1)) BRERY

In order to take advantage of this simplification, consider
a system in which the mass from states 1,2....,7n is swept
into state n every n time slots. Suppose a sweep is done at
time t, setting p:(¢) = 0, 1 < i < n — 1. Then, this system
will follow equation (2.4) with & = n — 1. Also, the link
occupation probabilities of this system dominate those of the
original system, in the sense of <. The evacuation time of
this system provides the upper bound in Theorem 2.2. In a
similar fashion, we construct another simple system to provide
the lower bound in Theorem 2.2.

4Lemmas 2.1, 2.2, and Theorem 2.1 do not extend to (n, k) shuf-
fle ring networks with & > 2
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2.3 (n,n) Shuffle Ring Networks

We now consider a (n,n) shuffle ring network, as defined in
Subsection 2.1. This network has been proposed in [2] as the
ShuffleNet and is being implemented as an optical intercon-
nection network at the University of Colorado [4]. The state
of a packet includes:

Age — the number of times a packet has been deflected so
far.

Distance — the number of links a packet has to traverse be-
fore reaching its destination.

We include the age in the state to try and ensure that packets
do not remain in the network for an extremely long time. If a
packet has been deflected a number of times, its age is large.
Hence, if we give priority to older packets, the hope is that
they will not be deflected and will soon leave the network.
The state is written as a two-tuple (age, distance). Packets
which do not have a preferred output link (distance > n) get
lower priorities than the remaining packets. Priority of packets
which have a preferred output link is based on a lexicographic
ordering of (Age, Distance) as follows:

¢ Older packets take precedence over younger packets
(lower age packets).

¢ Within the same age, packets with lower distance take
precedence over packets with higher distance.

In order to use only a few bits for the age information we set
a maximum age, m. The minimum age is one. If a packet
with age m gets deflected its age remains at m. Otherwise,
if a packet gets deflected, its age increases by one. Every
packet in the system makes a state transition in every time
slot. Possible state transitions for a packet with state (3, 5)
are:

7 > n = the only transition is to (z,5 — 1).

j < nand i < m = the transition could be to (i,j — 1) or
(i+1,j+n—1)

j <n and i = m = the transition could be to (m,j —1) or
(m,7 +n—1).

Let p:(i,7) be the probability that a packet j hops from
its destination (at the end of the slot), with age ¢, traverses
a given link during time slot t. Set py to be the collection
{pe(i,5), 1 €1 <m, 0 <j< 2n}. The transitions from
distance j to distance (j + n — 1) correspond to deflections.
A packet with higher priority chooses the same output link
as a given packet with probability ;—, by approximation 2.2.
Then, using approximation 2.1, it is clear that the deflection
probability, d.(k,!), for a packet in state (k,l) at the end of
time slot ¢ is nonzero only when ! < n, and is given by

1 1 1=i-1 . t=m J=n o
Ak, 1) = pek )+ 5037 pelki) + 30 D pelind)
j=1 i=k+1 j=1

(2.5)
Let v¢(1,7) represent the external (from the node, not an input
link) arrivals to state (4,7) during time slot t. I} is the usual
indicator function. Now, given pt and v(.,.), we can compute
Pt,;1 by the following algorithm.
Procedure Update
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1. pe(3,5) = pe(s, 5) + ve(t, )

2. Compute d¢(3,7) according to equation (2.5), using
p:(3, 7) instead of p.(i, 7).

3. For0 < j <n, pe1(i,5) = pe(irj + 1)1 — de(3, 5 +1)).

4. p¢+-1(i,j +n—1)= pe(s,) +n) + J>pe(i = 1, 5)de (i -
1:.7) +I[i=nl]ﬁl(i7j)dl(ivj), 1<5<n

5. pg+1(i, 0) = ﬁg(i, 0) + ]3t(7:, 1)(1 - d:(i, 1))

Suppose the desired throughput of the network is 7, and traf-
fic is balanced (all destinations are equally likely for newly
generated packets). One way of achieving this is to set
vi(1,7) = 7/n, n < j < 2a, and all other v,(3,5) = 0, for
t > 0. Then, a fixed point, p*, can be computed for pro-
cedure update, with py,7 = py = p*. Once p* has been
determined, all the state transition probabilities are known
and the delay distribution can be found for the approximated
network. This can be of great help to the network designer to
answer questions such as

¢ How many ages are desirable?

e What is the average delay versus age curve for a fixed
throughput?

o What is the delay distribution?

We show some typical results in figures 3 and 4, computed
using procedure update. All the results are for a (6,6) shuf-
fle ring network, which has 384 nodes. The number of ages
represents the maximum number of ages allowed, m. Figure
3 represents an average load case, where each link is utilized
approximately in 1 of every 3 time slots. Figure 4 is for a
heavily loaded case, where links are utilized in almost every
time slot. Similar results can be computed for different sizes
of networks. We verified some of these results against simu-
lations, and found the approximations to be accurate within
1%.

These results indicate that more ages result in a higher
average delay, but reduce the spread of the delay distribution
(since the ninety-ninth percentile is consistently lower for m =
4, compared to m = 1).

3 Variations on Shuflle Networks

3.1 Crossback Switching Network

The network we describe here is a variant of the (n,k) shuffle
ring network obtained by adding a link in the opposite direc-
tion alongside each of the original links. Thus, every node
has four outgoing and four incoming links. Recall the no-
tation of Subsection 2.1. The four links going out of node
(¢,Tn-1,Tn—2,...,70) lead to nodes (¢ & 1,7n-2,...,70, 0),
(¢ ® 1,7n2,...,70,1), (¢ ©1,0,rn_1,...,72,71), and(c ©
1,1, 7p 1,...,72,71), where ¢© 1 = (¢ — 1 mod k).

We will consider packet switching, with routes chosen as
follows. We classify packets as either left-packets or right-
packets. A right-packet desires exactly the same route as it
would in a shuffle ring network. The construction of desired
routes for left-packets is similar to the construction of routes in
Subsection 2.1, except that these routes use only edges that
go from columns ¢ to ¢ © 1. We describe the route of left-
packets in detail. Consider a left-packet starting at node (¢, r)
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and destined for node (¢’,7’). Let us first consider the special
case when ¢’ = ¢ © n. In this case, the packet wishes to pass
through the sequence of n nodes (¢',r'), 1 < i < n, where
¢ = ¢c61i and ' is given by placing a window of length n
over the sequence 7, _y,Tp_2,...,70,Tni,---,T1,70, With the
window positioned i clicks from the right-most position. The
construction guarantees that there is a link from (c*,7*) to
(c'F, 7)) for 0 < i < n, where (c,7) = (%, r°).

In general, for left-packets, let j be the column number
such that ¢’ = c© n & j. For the first ; hops, the packet does
not care which of the two output links it takes in the direction
of decreasing column number. After these j links are taken,
the packet wishes to follow the unique route of n more links
described in the special case above. The longest route of this
network is n + k — 1.

We have described the route a packet nominally takes.
However, due to congestion, a packet may be forced to take
an undesired link at some node. This packet is said to be
deflected. As an example, consider a packet at node (c,r)
which wishes to visit node node (c® 1,7') next. If the packet
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is deflected to node (c©1,r?), in the next time slot, this packet
will attempt to take any link to column ¢. If the packet at node
(¢,7) is deflected to node (¢®1,r°), in the next time slot, this
packet will attempt to take any link to column ¢. In both the
above cases, there is a link to node (¢ & 1,71) from the node
reached in column c¢. In general, if a packet is at distance
1 from its destination and gets deflected, the distance to its
destination increases by one to 1+ 1.

The network operation is largely the same as described
in Subsection 2.1. Consider a fixed node at the beginning of
a time slot. Since the node has four input links, as many
as four packets were received during the previous time slot.
Any such packets destined for the node are removed from the
network. New packets may be injected into the network at the
node, bringing the total to at most four conrtinuing packets.
A packet, upon entering the network, is classified as either a
left-packet or a right-packet (equiprobably and independently
of other packets).

Deflection routing requires a rule for resolving conflicts.
We propose a very simple rule for resolving these, based on a
two-pass strategy by the node at the beginning of each time
slot. On the first pass, the node sequentially considers the
continuing packets in random order. When a given packet is
considered, the node determines if there are any links that are
both unassigned and desired by the packet. If so, the packet
is assigned to one such link. Otherwise, the packet is not allo-
cated to any link. On the second pass, the controller assigns
the remaining packets to the unoccupied links, all choices be-
ing equally likely. All of the packets allocated links in the
second pass have been deflected.

An analysis of this network is made in the same spirit as
the analysis of Section 2.2. and under very similar approx-
imations. We compute an upper bound an upper bound on
the deflection probability and this is used to derive an npper
bound on the evacuation time. These results are summarized
in the following theorem.

Theorem 3.1 Consider an (n, k) crossback nctwork op-
erating as described above. The evacuation time, Teync, 15
defined as the time at which all, except a fraction 277, of the
packets have reached their destinations. Suppose the network
began with 4 packets at each node, with the destinations of ench
packet chosen independently and at random from amongst the
other 2" —1 nodes. Then, under the approzimations described
above, Teyac < 6(n + k).

This is in contrast to the shuflle network, where T,,,. was
proportional to n?. However, the price for this reduction in
evacuation time is paid for by increased switch complexity. We
will further compare these networks in Section 4 and Table 2.

The shuffle-exchange and exchange-unshuffle networks
considered by Tan et al [5] are precisely the crossback net-
works with £ = 1. They showed how to route packets along
shortest length paths. Such paths are, on average, two to four
hops shorter than the nominal paths we use, though the sav-
ings come at the expense of increased complexity needed for
string matching. Their strategy applies to crossback switches
in general.

3.2 Stay-or-Shuffle network

The network we describe here is a variation on the shuffle
exchange network ((n, 1) shuffle ring). The stay-or-shuffle
network is constructed from the (n, 1) shuffle ring by adding
links from every node to itself. Every node has three ontgo-



ing and three incoming edges. Since there is only one col-
umn, we drop the column index from the node labels. Two of
the outgoing links from node (rn_1,...,71,70) lead to nodes
(Tn-2,..-571,70,0), and (rn-2,...,71,70, 1). We call these
links the shuffle links. The third link out of (rn-1,...,71,70)
leads to node (rn_1,...,71,70), and all such links are referred
to as non-shuffle links. The non-shuffle links are equivalent to
having one buffer in each node.

Routes are chosen as described in Subsection 2.1 for shuf-
fle ring networks. The difference between these networks lies
in what happens to a packet upon being deflected. Deflec-
tion occurs if a packet is routed on a link distinct from its
preference. A packet which is routed onto a non-shuffle link
does not change its distance to destination during the time
slot. As in the case of the shuffle exchange graph, a continu-
ing packet always prefers a particular outgoing edge. Let the
distance to destination of a packet be k£ (k < n). Then, if
a packet is routed according to its preference, this distance
decreases to k — 1. If a packet is deflected onto a non-shuffle
link, the packet remains at distance k from its destination. If
deflected onto a shuffle link, the distance of the packet {from
its destination increases to n. Hence, if we decide that the
state space of the packets is the distance to destination, then
as before, the packets are performing a random walk on the
integers 0,1,...,n.

A rule is required to resolve conflicts. These conflicts arise
when two or three packets at a node prefer the same output
link. We use a priority rule to break conflicts. The packets
are routed in order of their priority, which is the distance to
destination. Packets closer to their destinations get higher
priorities, and ties are broken randomly. When it is a packet’s
turn to be routed, the node examines the preferred link. If
that link is free, the packet is assigned that link. Otherwise,
the node examines the non-shuffie link from the node to itself.
If this link is free, the packet is assigned that link. If neither
of these two links is free, the packet is assigned the third link.
This rule is a two-pass strategy by the node.

An analysis of this network is made in the same spirit
as before. We derive approximate evolution equations based
on approximations similar to those in Section 2. Set Tevac
to be the first time that the link occupation probability falls
below 2=™. Then, the evolution equations above can be used
to evaluate-Thyae. Some typical values are shown in Table 1.
Some of these values were compared to evacuation times for a
simulation of the actual network, and they were found to be
accurate within 5%.

579 (10121520
71 [ 24 | 28 | 35 | 47 | 67

[n 6 7
[ Tevac | 15 | 18

Table 1: Evacuation time for stay-or-shuffle networks: the
first row represents n, where the network has 2" nodes, and
the second row contains the evacuation time.

4 Comparison

Tn this section we compare the complexity of N x N switching
networks, built using the various networks discussed earlier.
There are two approaches to building these switching networks
from a given network.

1. Let the switching network be the given network. Then,
if the network is filled up with packets, it delivers them
to their destinations in Teyac time units.

2. As described in the introduction, the networks can be
expanded in space in such a way that the evolution that
we described from-slot-to-slot in time applies as well
to packets moving from-copy-to-copy in space, through
copies of the original network. The evacuation time of
the original network dictates how many copies the space
expanded network must have. This approach gives a
pipelined version of the original network. The cost of this
network is Tevac times the original cost, but the through-
put is Teyac times as much as the original throughput.

A comparison of various networks is shown in Table 2. An
example of a Batcher-Banyan® network is Starlite [8]. The
second column contains estimates on Teyac for the various
networks. These estimates are first order estimates that fall
between the bounds we have proven and agree well with nu-
merical computations for » upto 100. The third column gives
the individual node complexity, where a node with n; input
edges and n2 output links is considered to have ninz complex-
ity. Also, if 2 node in the graph has & input(output) links, it
actually has k+1 input(output) links, since one link is needed
for the external host to inject (remove) traffic. The fourth col-
umn represents the number of packets each node injects into
the network. The fifth column shows a measure of the overall
complexity, which is given by the product of Tevac and node
complexity divided by the packets per node per time slot. The
comment on multiple packets refers to whether multiple pack-
ets for the same destination can be delivered in Teyac time
steps in the network.

5 Conclusion

The similarity of the complexities of the various networks
listed in Table 2 is striking. Both the crossback switch and the
stay-or-shuffle switches have relatively small values of evacu-
ation time, as we had loped. However, it appears that the
improved performance there may barely, if at all, compen-
sate for the increased complexity of the component switches.
This suggests that the search for improved networks should
be pursued within the family of binary switching networks. In
particular, a network having the approximate evacuation time
of the cross-back switch, but made from 2 x 2 switches, would
be quite attractive. The network should admit simple deflec-
tion routing, or some other simple form of dynamic routing
based on local information.

Our analysis has been based on the approximate evolu-
tion equations and simulation. Even in situations with prior-
ity classes, the evolution equations matched simulations quite
well. The problem of analytically validating the evolution
equations without any independence approximations has to
date appeared intractable. Nevertheless, we have found the
approximate evolution equations to be useful tools for quickly
exploring a large class of networks, and networks of fairly large
size (over 10° nodes) can be readily handled.

Acknowledgements
The authors wish to thank Albert Greenberg and Jon Sauer

5The % in the column for node complexity refers to the fact

that only % switches are needed in each stage of Batcher’s sorting

network. The Teyqc value refers to the number of stages needed for
Batcher's sorting network.
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Network Node Packets per node Overall
type Tevac complexity per time slot complexity Comments
Shuffle Multiple packets
network %nz 9=3x3 2 §n7 Average performance
Crossback Same as
network 4n 26=5%x5 4 25n above
Stay-or-shuffle Same as
network -110-112 16 =4x4 2 %nz above
Batcher-Banyan No multiple packets
Network %nz 2=2x2x % 1 n? All permutations
are allowed
Hypercube Multiple Packets
network n nf=nxn n n? Average performance

Table 2: Comparison of the complexity of N x N switching networks, n = log, N

for many useful discussions.
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