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Next, consider the system of differential equations [71
d ,
()= r (m(t) = ur(t) gu.j(t)> a g

forr € R, where

, [9]
ni(t) =p; ( > y,@) (12)
rijer

andp;( - ) is a positive continuous increasing function, joe J. We [10]
interpret the relations (11)—(12) as follows. Suppose that resqgurce [11
marks a proportiom; (=) of packets with a feedback signal when the
total flow through resourcg is z; and that user views each feed-
back signal as a congestion indicator requiring some reduction in thE2]
flow 2. Then, (11) corresponds to a response by tigleat comprises
two components: a steady increase at rate proportional ¢6), and a
steady decrease at rate proportional to the stream of feedback signals
received. [14]

It is shown in [13] that ifw,-(t) = w, for r € R then the system of
differential equations (11)—(12) has a stable point, to which all trajec-
tories converge. The variablg (¢) can be viewed as thghadow price
per unit of flow through resourcgat timet, and at the stable point

Yy = = (13)
Y Zjer Hi

The rateg; determined by (13) have an interpretation as a set of rate
that areproportionally fair per unit chargeas discussed in [12] and
[13].

Next, suppose that useris able to monitor the rateg.(¢),r € s,
continuously, and to vary smoothly the parametersét),» € s, SO as
to satisfy

(23]

[16]

f17]

wr(t) =y (DU (2:(1)). (14)
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On the Use of Packet Classes in Communication Networks

This would correspond to a user who observes a charge per unit flow of
Ar = wr(t)/yr(t) On routesr € s, and chooses, = w,(t),r € s,
to solve the optimization proble®SER. (Us; A). Then, with

(15)

to Enhance Congestion Pricing Based on Marks

Juan Alvarez and Bruce Hajek

Y
Cily) = / pi(z)dz
0 .
L . . 07T Abstract—T his note explores the use of packet classes to enhance conges-
the objective function of the probleBY STEM(U, C') is a Lyapunov tion pricing based on marks in the framework of Kelly and his coworkers.

function for the system of differential equations (11)—(12), (14), anflyo packet classes are used in order to exploit differences in the multi-
the vectory maximizing the objective function is a stable point of thelimensional quality-of-service (QoS) requirements within the population
system, to which all trajectories converge. of users. Simple scenarios for a link with a finite buffer with and without
burstiness are investigated. It is concluded that the use of packet classes
provides a margin for error in provisioning and operating a packet net-
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currently exists is provided to all packets regardless of their diverfeboth sides are divided byv and N — oo, then the left-hand side

quality-of-service (QoS) requirements. of (4) goes to zero (ifr; (V') is bounded), implying that the average
Kelly and his coworkers [4], [6] developed a framework for connumber of marks received by uséeis equal to the desired number

gestion pricing in which routers mark packets to indicate congestiast. marks. So in the long run, usémpays for marks at its target rate

The packet transmission times of an individual user can be tailored:.to. Equations (3) and (4) indicate that a larger value:gfroduces

the time-varying, congestion dependent marking probabilities, andfigster convergence but also higher variance around the stable point.

the time-varying requirements of the user’s applications. Therefore thRroughout this note propagation delay is neglected. It is assumed that

framework offers users a rich menu of QoS options [4], [9], [10], [12h mark on a packet is received by the user in the slot just after the mark
Most of the work in this area focuses on one QoS measulig:generated.

throughput. An exce_zption is that for file transfers, the tre_msfer time Kelly, Maulloo, and Tan [6] and Gibbens and Kelly [4] explain how a

can be expressed in terms of throughput, encompassing delay, 88 might adjustits expenditure ratebased on a user utility function.

a QoS measure [4], [9], [12]. The work has also focused on usifgyyever, this note assumes thatis a given constant for each user

only a single class of packets. Yet, there are attractive reasons (88§ der to focus on the quality of service received for fixed expenditure

Clark [3]) to introduce a small nhumber of service classes, in ca

some applications are sensitive to delay on a finer time scale than filery 2iq the reader with the labeling, we briefly list here all the sce-
transfer, such as interactive video applications. Bejal. [2] found narios examined. Scenarios Q and DQ (for “queueing” and “differen-

that the value of multiple service classes increases with the rigidﬁ ed queueing”) are considered in Section I1l. Scenarios QU, DQU1
of delay sensitive applications and with the burstiness of backgrounnd DQU? are considered in Section IV, and involve an unreéponsivé

traffic, and the value depends on the mix of application types. V\?e : .
. . o d ._User. In the case of multiple packet classes, the unresponsive user can
investigate the use of two packet classes within the congestion pricii) . .
framework declare packets to be class 1 (Scenario DQUL1) or class 2 (Scenario

. . 2).
Research on using a small number of service classes and no per IJI%Q/U )

information at the routers, called the differentiated services approach,

is a topic of intense research. A competing approach to differentiated lIl. BUFFEREDLINK

services, exemplified by ATM, RSVP, and Frame Relay standards, is 0rps section begins with a description of a link with a queue, for

use reservations and enforcement based on per-flow state |nforma(mﬂch delay, throughput and loss are considered important QoS mea-

within network routers. It. Is important to notice tha_t as the_ number Qires. Assume that there a¥eusers of the type described in Section Il

patcketkclasses f\llowed ;lncreasets, l:hg cloier a differentiated servimﬁg to transmit their packets through a single link with a single server

network comes 1o a per-fiow controfled system. and a finite queue. The server is able to transmit one packet per slot,
In summary, under pricing based congestion control the users COM the queue has capacity to hddnore packets. If the number of

municate to the network routers by the rate at which they send packgtrjs )

The routers communicate to the users by the delay, loss, and mam’(révals in a particular slot plus the number of packets carried over from

they impose on packets. If packets include class labels, the users erPsr:\r/\I/ci)(l:Jes s:gt/'i?;jli:é;st[‘?nniirc;fttgﬁtamvmg packets are dropped.
also use packet labels to communicate to the routers. The challeng he foll P ket -k' i h . dt ti
to use this two-way communication between users and network router e following packet marking mechanism is used to noify users

to allocate the network resources efficiently and provide multidimeH‘fhen they cause cqngestlon. A busy Pe_”Od of the queue is an interval
sional QoS. from the time of arrival of a packet arriving when the queue is empty

until the time of departure of the first packet that leaves the queue empty
again. Marks are placed on all packets that depart between the occur-
rence of the first loss in a busy period and the end of the same busy

This section presents the user model considered throughout this npt&iod. This marking mechanism was proposed by Gibbens and Kelly
Itis based on the “elastic” user model described by Gibbens and Kejly]. Other marking mechanisms are presented in [1], [7], [8], [10], and
[4]. [13].

Consider a discrete-time system with time slot duration equal to oneConsider the following nominal case, called Scenario Q. The link
unit. Assume that all packets are of equal size, and that each padkas a queue with capacity 10 packels = 10). There are 40 users
takes one slot to be transmitted. Suppose that the charge imposed bwitie expenditure rates given by
network consists of marks placed on packets and that there is just one
packet class. Suppose thh elastic user is willing to pay far; marks

per unit time. It uses a state variablg(n) to determine the number ¢, 5 13| expenditure rate of 0.42 marks/slot. Simulation of Scenario

of packets it transmits in slot. Specifically, the user transmifS:(n) 5 shows that the aggregate throughput is 0.92 packets/slot, the average
packets, wher&(; (n) is an integer neat;(n) calculated as follows: loss is 3.9%, and the average delay is 5.99 slots/packet.

Il. MODEL OF AN ELASTIC USER

wa; = woit1 = (14+1)%0.001 fori=0,...,19

X;(n) = |a:(n) + zi(n)]T 1)
zi(n+ 1) =2;(n) + zi(n) — Xi(n) @) A. Delay/Loss Sensitive Users and a Buffered Link
zi(n+1) = 2i(n) + r(w; — fi(n)) 3) Now suppose that half of the users (the even numbered users) in

) ) . Scenario Q are delay or loss sensitive. For example, they may require
wherefi(n) is the number of marks received by usém slotn, ands 5 smajler average delay than the 5.99 slots experienced in Scenario Q,
is a constant, called the gain parameter. _ or they may require a loss smaller than the 3.9% loss in Scenario Q,
The rounding method (1) makes the short term average of the integgey, a5 a 19 loss. These users are called delay/loss sensitive users.
variableX’; close to that of the real variable. An interpretation of (3) The odd numbered users are called throughput sensitive users. Purely
can be obtained by adding up the updates from time 1 up toime |55 sensitive or purely delay sensitive users are not considered here,
i (N) =2 (1) _ (et Lt since delay and loss turn out to be highly correlated for the control
K = Nwi = (fi(l) + -+ fi(N)). “) mechanisms examined. A question that comes to mind is:
The right-hand side of (4) is the amount the user is willing to spend overls the network able to provide lower delay and 1% loss to the
the firstV slots minus the amount actually spent over the fi¥stlots.  delay/loss sensitive users if only one packet class is used?
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Fig. 1. Modification of Scenario Q: varying expenditure rates for delay/lodgig- 2. Modification of Scenario Q: varying buffer size. The QoS seen by the
sensitive users. The QoS seen by the delay/loss sensitive users is shown. delay/loss sensitive users is shown.

et/slot)
N

Under the conditions specified so far, the only way the delay/los2
sensitive users can try to obtain a different performance from the rg -
source is by changing their expenditure rate. Fig. 1 shows the perfc;g Scenario @
mance of Scenario Q for various values of the aggregate expenditL 3% == - -~ — -~ -~ - ~--~-----------------~-—---
rate of the delay/loss sensitive users. b

The third plotin Fig. 1 shows that as the aggregate expenditure rate
the delay/loss sensitive users ranges from 0.0021 to 1.2 marks/slot, th
average delay never drops below 4.5. Furthermore, to get the delay n
the minimum level, the delay/loss sensitive users must substantially d
crease their throughput. The problem, of course, is that as the delay/Ic
sensitive users back off, the other users step up their transmissionra 15 2 25 3 35 s
to maintain a near level queue size. If the delay/loss sensitive users ¢ s : : Capecly
cide to use very large expenditure rates, they gain throughput but the
increased pressure on the link causes both increased delay and Ic
Similarly, the delay/loss sensitive users cannot achieve their target 1
loss rate. Therefore, if only one packet class is used in the system, it
not possible to satisfy the delay/loss sensitive QoS profile.

Of course, a possible solution to this dilemma would be for the net-
work operator to provide more resources. Fig. 2 shows that increasing. 3. Modification of Scenario Q: varying link capacity. The QoS seen by
the buffer size is not helpful, and in fact is counterproductive in réhe delay/loss sensitive users in shown.
ducing loss and delay. However, Fig. 3 shows that increasing capacity
does indeed help in reducing loss and delay.

In some situations, increased capacity may be available only o

Thr
=)

Target (1%)

T
Scenaric Q

[S

n

Delay (slot/packet)

L | ;
25 3 35 4
Capacity

<

o
N

gqueue space unused by one class can be used by the other class. For

. )?ample, if there are, < b, class 1 packets in queue, then as many
long time S(_:ale, on the order qf hours, days, vyeeks, or even mont Sp — n1 > by class 2 packets can be queued. However, if a class 1
Hence, we investigate alternatives that do not involve adding link CSécket arrives and there is no buffer space left, it will bump a class 2
pacty. acket out of the queue ifz > b2. This mechanism is called buffer

As a solution we include a class label in the packets in order to d _éiervatior(bl . b,) throughout the note.

fere_nt!ate between FWO packet classes. This yields S_c_enarlo DQ, whic wo different scheduling mechanisms will be tested for performance
is similar to Scenario Q, except the delay/loss sensitive users Iabel.ﬁll

their packets as class 1 packets and the throughput sensitive users Ilabefenario bQ.

all their packets as class 2. Class differentiation is achieved by chargipg Strict p”F’”W Service a class 2 packet only if there are no class 1
higher prices for marks on class 1 packets and offering different service packets in the_ queue. . .

levels. Different prices can be easily incorporated into the user mo WFQ Use weighted f_alr queueing to service the two packet classes.
by using the following modification of (3): Assume that the weight for class 1 packet$iisand for class 2

packets is 1.
zi(n+1) = z;(n) + rx(w; — pifi(n)) (5) Performance results for Scenario DQ are shown in Fig. #as
varied while keeping. = 1.
wherep; is the price per mark for the packet class of us&ervice dif- The last three plots of Fig. 4 determine the fair region, which is the
ferentiation is implemented using two different mechanisms: 1) bufferterval ofp; for which the QoS of the throughput sensitive users is no
reservation and 2) packet scheduling. worse than in Scenario Q, as follows. First, the aggregate throughput

In buffer reservation, the link reservés positions of the queue for for the throughput sensitive users must be at least as large as before
class 1 packets and = B — b; positions for class 2 packets. Any (in Scenario Q). In Scenario DQ with the WFQ weidht = 1 for
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In summary, the simulations show that under any of the control
mechanisms, a price per mark for class 1 packets in the région)
provides at least the same quality of throughput, delay and loss to
the throughput sensitive users as in the original scenario, Scenario Q.
Within this fair region of pricing, the delay/loss sensitive users can

T T
— — Scenaric Q

Throughput {packets/slot)

L L
3 3.5 4 4. 5 586 6
Price per mark for class 1 packets
T T T T

L == E?Lgﬁ'y‘("s"/% experience loss rates well under 0.1%, and delay under 2 slots/packet,
Lal — Proriy @7) | | o )
% L T NEaw-1 87 at the expense of a 50% reduction in their throughput as compared to
e 1 Scenario Q.
T e T B This section has shown that the combination of control mechanisms
Frioe per mark for dlass | packets : i and multiple packet classes can achieve the goal of providing multidi-

o

mensional QoS (lower delay or loss for some users at the expense of
throughput for those users), while a single-class system cannot.

»
T
}
I
{
L

Delay {stots/packet)
T
i

o

. '
3 .5 4 4.5 5 5.5 6
Price per mark for class 1 packets

@ IV. BUFFEREDLINK WITH UNRESPONSIVEUSER
i The scenarios considered in previous sections include only users
_ with constant expenditure rates, so that the resulting traffic pattern is
———————— not very bursty. In real networks, bursty traffic patterns can be expected
_____________________________________ for numerous reasons: short file transfers common to web browsing,
55 6 variable rate real-time data streams, and time-varying capacity of wire-
less links. For simplicity, in this section, burstiness is injected by intro-
ducing an unresponsive on—off user.

Consider next Scenario QU, which is similar to Scenario Q, except
for the inclusion of an unresponsive user. The unresponsive user alter-
nates between being active f6}..i.. slots and inactive folli,.ctive

— — Scenario Q
— Priority (3:7)
—  WFQ W=t (3:7)

WFQ W=2 (5:5

h
o
n

ol

— — Scenario 3
-—— Priority (3:7)

Loss (%)
(=] N -~ (2] L

s n '
4.5 5 5.5 6

— - Scenaric Q

— Priority (3:7) slots. When active, the unresponsive user sends one packet per slot,

- WFQW=1(3:7)

é‘ and when inactive it sends no packets. This behavior is independent
;;i r T T T oo m R e e of the number of marks the user receives. There is only one class of
© al 5 : YR R e——y= L S packets in Scenario QU. Thus, the delay and loss seen by the delay/loss
Frice per mark for class 1 packets sensitive users (the even numbered users) is the same as seen by the
(®) throughput sensitive users, and the aggregate throughput seen by the
Fig. 4. Scenario DQ. (a) Delay/loss sensitive users. (b) Throughput sensitilelay/loss sensitive users is half of the throughput (not counting the
users. throughput of the unresponsive user). As the system becomes more

bursty, the gain parameterin the user (3) plays a greater role, so we

class 1 packets and capacity reservatidn7), this is achieved by any look gt the system behavior asranggs from 0'901 t00.1. The QOS

p1 > 1. For WFQW = 2(5 : 5), this is achieved by, > 1.5, and experienced by the delay/loss sensitive users is presented in Fig. 5 for
for strict priority (3 : 7), for p; > 1.8. Since the three policies for (Tactive, TininC;) = (40, 160)_' ]
buffer reservation and scheduling just mentioned were given in order-0SSes are high in Scenario QU mostly because the queue fills up
of increasing service differentiation, it stands to reason that incre&8tring the active periods of the unresponsive user. Three potential
ingly higher prices for the class 1 packet marks are needed to allfi¢thods for providing lower loss and delay are considered next:
the throughput sensitive users to have the same throughput as if tHBfgeasing the buffer size, increasing the link capacity, and using
was no class differentiation. However, the three policies offer simil&iultiple packet classes.

performance in case of high prices per mark, because the total load imi contrast to Scenario Q, we expect losses to decrease in Scenario
posed by the delay/loss sensitive users is greatly reduced. QU as the buffer size is increased (up to some point) since a larger

Second, the loss experienced by the throughput sensitive users nwéfer can hold more packets while the unresponsive user is active.
be at most what they experienced in Scenario Q. By using\WF& 1  However, just as in Scenario Q, we expect delay to increase due to
(3 : 7) this is accomplished by, > 1, while for WFQW = 2 (5:5) more packets being queued. This is in fact the resulting behavior, as
and strict priority(3 : 7)p: > 3 is needed, as shown in the second fronshown in Fig. 6. Throughput is not improved by increasing the buffer
last plot of Fig. 4. Again, higher prices are needed for the schemes wiilae since once marking begins the server keeps marking packets until
more aggressive service differentiation. the buffer empties out.

Third, the delay experienced by the throughput sensitive users muskig. 7 shows that increasing capacity does indeed help in providing
be at most what they experienced in Scenario Q. In this case, all thieeer loss and delay. However, in order to provide very low losses (say
sets of control mechanisms require > 4, as shown in the last plot less than 1%) increasing capacity by a factor of four is needed to coun-
of Fig. 4. Here again, more aggressive service differentiation leadstédact the burstiness of the unresponsive user.
higher delay for the throughput sensitive users.

_Thus_, th(_e fair rggion is the inte_rvbl, ;c), and determinatio_n of the o Unresponsive User Sending Class 1 Packets
fair region is dominated by consideration of delay. The portions of the
first three plots of Fig. 4 that lie in the fair region show which QoS We now look at the effect of using two packet classes in an attempt
vectors, i.e., (aggregate throughput, loss, delay), are available to thémprove the QoS for the delay/loss sensitive users in Scenario QU.
delay/loss sensitive users, without them negatively impacting the otfigris subsection explores Scenario DQU1, for which the unresponsive
users. user sends class 1 packets.
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Fig. 6. Modification of Scenario QU: varying buffer sizé,q; = 30 == " T e,
40, Tinactive = 160. The QoS seen by the delay/loss sensitive users is shown§20 | T e - T T g
H - . . . . No differentiation Price=1 " price=2 Price =3  Price = 4
Figure 8 shows the behavior in this Scenario DQU1 with four values  op—— bttt ]
of p1 using strict priority service with buffer reservati¢s : 7), and s , . . . T ; , : ;
compares it with the case where there is no packet class differentiaticéw- e T T TN e e mm e N il
(Scenario QU). o7 P
. . . F slmamee=T | | | J
The upper three plots in Fig. 8 show that multiple packet classe:d , T T~ Nodientaion  Price=1  Prica=z  Price=3  Prie-4

provide reductions in both loss and delay for the delay/loss sensitiv.  ° ¢t 002 003 004 005 006 007 008 005 O
users at a cost of reduced throughput, although losses are not reduced (b)
as much_ as this type of user might desire. The problem is that the ig, 8. Scenario DQUA1: varying and different prices for class 1 packets.
responsive user also sends.class 1 packets, and therefore, COMPEtES 1Qr | — 40, 73, crive = 160- (a) Delay/loss sensitive users. (b) Throughput
the buffer space and capacity allocated to class 1 packets. sensitive users.

The bottom three plots of Fig. 8 show that a “fair region” cannot be
achieved with these prices in this scenario since loss and delay for the

throughput sensitive users are higher using packet classes than wittutnresponsive User Sending Class 2 Packets
using them. This is because the unresponsive user’s packets have high€mally, consider Scenario DQU?2, in which the unresponsive user
priority (class 1), and therefore, force the class 2 packets to stay quesedds class 2 packets. Fig. 9 shows the system behavior in Scenario

for a long time when the unresponsive user is active, causing large 8§U2 with four values ofy; using strict priority service and buffer
lays and losses, no matter how large the price of class 1 packets. reservation3 : 7).
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The top three plots in Fig. 9 show that multiple packet classes pro °
vides substantial reductions in both loss and delay for the delay/los§°"‘ , , : -
sensitive users at a cost of reduced throughput. These improvemerff;‘)-z" e —;F = Py S
are due to the fact that the multiple packet classes protect the delay/lof of"e=t -2  *etf Pt P ATRR,
sensitive users from the unresponsive user, since the unresponsive u *
does not use their reserved buffer space and does notinterfere with the_
successful transmission by the server. Moreover, the bottom three ploz I _ orceng  Pre=2  PieTT |
of Fig. 9 show that a ‘fair region’ of; exists for small values of. et

- — e LT

This section has shown that the combination of control mechanism %0~ s o6z o0 004 005 006 007 0688 000 0.1

x

>

ketslot)
A
'
i
/

Cl

15[ r i T T T T ]

and multiple packet classes can significantly improve the multidi- 5°

mensional QoS (lower delay or loss for some users at the expense Ea: ]
throughput for those users), over the case of a single-class systel %f No differentiation Pico=1  Price=2  prce-3  prcoes ]
A caveat is that multiple packet classes can magnify the unfaimes & [occzczcre---to oo Vo oo RS ieietltotl
caused by an unresponsive user in the case such user sends cl.._ " % 0% 00 ok 088 0om a6 00 or
1 packets, as in Scenario DQUL. The fact that the performance in ()

Scenario DQU1 is better than in Scenrio DQU1 is consistent with an
observation of Keyet al. [11], that multiple classes are particularly
attractive if delay sensitive traffic is less bursty than the other traffic.

4
>

I
n

V. DELAY AND LOSS FORLARGE CAPACITY LINKS

Price =3 pice =2 Price =1 No differentiation
. 1 ) 1

mI'hroughput (packet/siot)
o
N

This section investigates the effect of increasing system size on del
and loss in a model with a buffer, similar to Scenario Q. 30

When queueing is present we can trade throughput against both delig 20
and loss. We expect that the smaller the throughput, the smaller tt%
delay and loss. This tradeoff is illustrated in Fig. 10, which shows the . . . , ‘ ‘ . , .
performance for add /M /1/B queue in continuous time with service ° 0'?2 0’?3 O‘IOA 0?5 e bor w0 o
ratep, variable load and3 = 10 p.

Taking . = 1 gives a reasonable approximation of Scenario Q. If g |~
a suitable marking mechanism is used, the total offered traffic, anig |==70 <= Prce=1  Prscz  Prosed  Prcens
hence the throughput, can be varied. Recall that for Scenario Q, tr o, PN TR TRy~ va— : : : :
normalized throughput is 0.92, the average delay is 5.99 slots, and the -
loss probability is 0.039. These operating points for Scenario Q are in- ®)
dicated by the two stars in Fig. 10. According to the first plot, if wéig. 9. Scenario DQU2: varying and different prices for class 1 packets.
wished to cut the mean delay in half, down to 3, then the throughps%ﬁgi\{ﬁe:u480ér€inactive: 160. (a) Delay/loss sensitive users. (b) Throughput
would have to be reduced to about 70% of capacity. '

The curves foy: = 10 in Fig. 10 correspond to a ten fold increase
in the buffer size and service rate, essentially having ten times the ust  ;
population and resources as in Scenario Q. The curveg fer 100
correspond to a one hundred fold increase. Observe that as the syste
gets larger for a fixed normalized throughput, much smaller delays an
loss can be achieved, with only a small sacrifice in throughput. Foi
example, ify = 100, then the delay is less than 0.2 (corresponding to 4}
twenty queued packets) if the throughput is 95% of capacity or smaller
and the loss probability is less thaé~" if the throughput is 98.8% of §
capacity or smaller. Thus, as the system gets larger, a smaller me:"
delay and a much smaller loss probability can be given to all users
while at the same time keeping the link nearly fully utilized. Clearly 2f
the delay and loss probabilities in Fig. 10 for largenvould not be
as small if the user’'s were more bursty, but the benefits of statistica
multiplexing for links serving a large number of users is still expected.

n L L . L
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x

No differentiation Price =4 Price = 3 Price =2 Price = 1

>
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\
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3+

Loss probability

1k

=100

p=100

VI. CONCLUSION 0.2 04 06 0.8 1 0.2 04 08 08 1
Throughput/Capacity Throughput/Capacity

This note considered a model for which loss, delay, and throughput
were considered as separate components of QoS. It remains to be §ieA0. Delay and loss versus throughput, for an M/M/1/B queue with service
if quality of service is fundamentally multidimensional for large-scalft€/ and B = 10 .
networks and realistic traffic, or if instead, the dimensionality of the
relevant QoS measures can be reduced to one in practice. multiple packet classes disappears. That is because both the delay and
The original Scenario Q considered a link with fairly small capacityoss probability decrease to levels small enough for all users, leaving
Section V indicates that as the link buffer size and transmission d¢aroughput as the only remaining QoS parameter. Thus, the most likely
pacity are scaled up, for the same type of elastic user model, the neegface that multiple packet classes may be needed in future networks is
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near the edges, where link bandwidth is limited. Perhaps wireless links, On Localized Control in QoS Routing

with their limited capacity, will be a major reason to implement mul- o o ) o

tiple packet classes. Some wireless links, and some data streams areStihari Nelakuditi, Srivatsan Varadarajan, and Zhi-Li Zhang
time varying with large time scales. Such time variations, coupled with

the limitations imposed by large round trip times in congestion control Abstract—in this note, we study several issues in the design calized

loops, may forever insure that queuing delay, along with bandwidtf,aity-of-service (QoS) routing schemes that make routing decisions based
has to be explicitly addressed, pointing to a need for multiple packgtlocally collectedQoS state information (i.e., there is no network-wide in-
classes. formation exchange among routers). In particular, we investigate the gran-

. . N . ularity of local QoS state information and its impact on the design of local-
Our goal for fairness is the following: provide at least the same Ievg@d QoS routing schemes from a theoretical perspective. We develop two
of satisfaction to throughput sensitive users when there are two pacikebretical models for studying localized proportional routing: one using
classes as when there was only one class. An interesting questiofiigdink-level information and the other using path-level information. We

P ; : P mpare the performance of these localized proportional routing models
how we can accommodate a multidimensional QoS profile within tri/ﬁvél)th that of a global optimal proportional model that has knowledge of the

notions of network-wide fairness. Another question is how to implégohal network QoS state. We demonstrate that using only coarser-grain
ment congestion pricing for multiple class networks. Progress in thpath-level information it is possible to obtain near-optimal proportions. We

direction was recently reported in [5] and [11]. then discuss the issues involved in implementation of localized proportional
In practice, the expectations and requirements of network usersr%lt'ng and present some practical schemes that are simple and easy to im-
! plement.

most always involve delay and loss, whether or not explicitly stated in
a service level specification or agreement. Perhaps increasing networlRdex Terms—tocalized proportional routing, quality-of-service (QoS)
resources in a timely fashion, relying on statistical multiplexing, anguing:

controlling admission to networks will someday make throughput the

only relevant QoS measure. However, if some users are more tolerant to . INTRODUCTION

delay and loss than others, and if burstiness of aggregate traffic strean]

s : : .
in some links cannot be avoided, the use of multiple packet classes g h quality-of-service (QoS)-based routing [2], [6], [23], paths for

. . - . ) s are selected based upon knowledge of the resource availability
typically improve the margin of protection against unexpected or uﬂ'eferred to a0S statpat network nodes (i.e., routers) and the QoS
avoidable stresses on the network. Similar conclusions are reaChePeEhirements of the flows. This knowledge, for example, can be ob-
(2] tained through (periodic) information exchange among routers in a
network. Under this approach, which we refer to as glabal QoS
routing approach, each router constructs a global view of the network
QoS state by piecing together the QoS state information obtained from
other routers, and performs path selection based on this global view
of the network state. Examples of the global QoS routing approach
are various QoS routing schemes [4], [23] based on QoS extensions
to the OSPF routing protocol as well as the ATM PNNI routing pro-
[1] S. Athuraliya, D. Lapsley, and S. Low, “"An enhanced random earljocol. Global QoS routing schemes work well when each source node
marking algorithm for Internet flow control,” iRroc. INFOCOM'2000 has a reasonabBccurateview of the network QoS state. However, as
2 Issreéifa?ofoéreslau and S. Shenker, Is service priority useful in elhe network resource availability changes with each flow arrival and
Wbrks? , iﬁ Proc. A(,:M Sighﬁetrics’Q,éMadison WI, June 1998, pp. E:ieparture, maln.ta.lr.ung an accqrate_ network QoS s_tate Is impractical,
' o ' due to the prohibitive communication and processing overheads en-

66-77. | , |
[3] D. D. Clark, “Adding service discrimination to the Internet,” tailed by frequent QoS state information exchange. In the presence of
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